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About This Book

This book helps you learn about defining resources to Advanced Communications
Function for Network Control Program (NCP) and Emulation Program (EP). It con-
tains a general description of the functions, definition statements, and keywords
used to define resources to NCP and EP.

Who Should Use This Book

This book is for system analysts, system programmers, system engineers, and field
support personnel responsible for defining an NCP or EP for an IBM 3745 Commu-
nication Controller. In addition to a complete set of specifications for the resources
in your network, you need a good understanding of the following:

e Systems Network Architecture (SNA) and the functions NCP provides in an
SNA network*

e The hardware and software requirements for NCP?2

e Your network configuration.

How to Use This Book

This book gives you the information you need to select the appropriate definition
statements and keywords to define your network resources to NCP and EP. ltis
designed to be used in conjunction with the NCP, SSP, and EP Resource Definition
Reference, which contains detailed explanations of how to code those definition
statements and keywords.

Examine your configuration to determine:

e The physical and operational characteristics of your controller
e The resources in your network

¢ The functions of your network

e The subareas supported in your network.

Once you know what you want to define, read the parts of the book that are rele-
vant to your configuration.

“Part 1. Producing an NCP” describes NCP definition statements and their
keywords that you use to describe your specific controller and network environ-
ment. It also presents an overview of the utilities and aids that are available for
generating your NCP definition. See “Special Considerations for Using This Book”
on page 1-3 for information about line protocol and coding conventions.

Once you understand the fundamentals described in Part 1, read “Part 2. Defining
NCP Resources.” It describes the definition of 370 I/O channel attachments,
ESCON links, link-attached devices, Token Rings, ISDN resources, type 2.1 nodes,
and block handlers. This part also describes dynamic reconfiguration of SDLC
devices, peripheral channel links, how to define the physical connections and

1 Refer to Systems Network Architecture Technical Overview for more information.
2 Refer to Planning for NetView, NCP, and VTAM for more information.
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logical paths between the NCP you are defining and other NCPs in the network,
and how to define a gateway NCP and a gateway SSCP to connect two networks.

If you want to define connections between multiple networks, read Chapter 15,
“Internet Resources” and Chapter 16, “Frame-Relay Resources,” which tell you
how to define the interconnection of a network with the Transmission Control
Protocol/Internet Protocol (TCP/IP) environment and how to define frame-relay
resources that use frame-relay terminating equipment (FRTE) and frame-relay
frame handler (FRFH) functions.

“Part 3. Defining Pre-SNA NCP Resources” tells you how to define pre-SNA NCP
resources such as MTA terminals and teletypewriter terminals.

“Part 4. Defining Emulation Program Resources” tells you how to define resources
for using either Partitioned Emulation Programming (PEP) or EP standalone
(EPSA).

To learn how to use diagnostic aids, monitor network performance, and recover
from network failures, read “Part 5. Defining Diagnostic Aids and Network Manage-
ment Facilities.”

In Appendix A, there are several complete generation definitions you can refer to
as you code your generation definition. These samples show common configura-
tions. You might need different coding for your network. Also, at the end of many
sections, there are examples describing individual functions.

In Appendix B, you will find tables that can be given to NETDA/2 V1R3 as inputs.
They can be used to add links or update topology characteristics of the links and
NCPs in NETDA/2s network input object.

Terms Used in This Book

MVS, VM, and VSE

The term MVS means the MVS/ESA and OS/390 systems. The term VM means
the VM/ESA system in the CMS environment. The term VSE means the VSE/ESA
operating system. If information is applicable to only one system, the specific
system name is used.

Virtual Telecommunications Access Method (VTAM)
The term VTAM means either VTAM or OS/390 SNA Services, in other words, any
of the following:

e VTAM for MVS/ESA, VM/ESA, or VSE/ESA
e The SNA Services feature of eNetwork Communications Server for OS/390
* The SNA Services feature of SecureWay Communications Server for OS/390

IBM TCP/IP
The term IBM TCP/IP means either IBM TCP/IP or OS/390 IP Services, in other
words, any of the following:

e IBM TCP/IP for MVS/ESA, VM/ESA, or VSE/ESA
e The IP Services feature of eNetwork Communications Server for OS/390
e The IP Services feature of SecureWay Communications Server for OS/390

XXViii NCP, SSP, EP Resource Definition Guide



About This Book

Emulation

The terms emulation mode and EP generally refer to both forms of emulation: Par-
titioned Emulation Programming (PEP) and Emulation Program standalone (EPSA).
When emulation mode is used in an obvious PEP context or in an obvious EPSA
context, it refers only to PEP or only to EPSA.

Port and Channel Used with LPDA

In discussions concerning Link Problem Determination Aid (LPDA) for multiport and
data multiplex mode (DMPX) modems, the terms port and channel are synony-
mous. Although port is the more commonly used term, channel can be used in
sections describing LPDA.

IBM Special Products or User-Written Code

This book sometimes refers to IBM special products or user written code. IBM
special products include Network Terminal Option (NTO), Network Routing Facility
(NRF), and X.25 NCP Packet Switching Interface (NPSI).

IBM 3745 Communication Controller Model Numbers

In this book, the term IBM 3745 Communication Controller refers to all IBM 3745
models. When particular models are discussed, the appropriate model humbers
are specified. Model numbers include IBM 3745-130, 3745-150, 3745-160,
3745-170, 3745-17A, 3745-210, 3745-21A, 3745-310, 3745-31A, 3745-410,
3745-41A, 3745-610, and 3745-61A.

Ethernet-Type LAN
The term Ethernet-type LAN means a local area network (LAN) that uses either the
Ethernet Version 2 or IEEE 802.3 protocol.

CSS and 3746 Model 900

The term connectivity subsystem (CSS) refers to the 3746 Model 900 connectivity
subsystem, an expansion frame that extends the connectivity and enhances the
performance of the IBM 3745 Communication Controller.

Token Ring

NCP can connect to an IBM Token-Ring Network using the NCP/Token-Ring inter-
connection (NTRI) or the 3746 Model 900 connectivity subsystem attachment. This
book uses the term Token Ring to refer to either type of connection.

Frame Relay

To support frame-relay networks, NCP can use a transmission subsystem (TSS) or
high-performance transmission subsystem (HPTSS) adapter on the 3745, or NCP
can use a communication line processor (CLP) adapter on the 3746 Model 900
connectivity subsystem. In addition, NTRI frame handler connections use type 1
and type 2 Token-Ring interface couplers (TICs). Unless otherwise stated, this
book uses the term frame relay when referring to a 3745 or a 3746 Model 900
connection.
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NTuneMON and its Tuning Feature NTuneNCP

NTuneMON is a program that runs with NetView and monitors NCPs that were acti-
vated by the VTAM on the host where NTuneMON is running. If you have the
NTuneMON tuning feature, NTuneNCP, you can also tune NCP resources. For
more information on NTuneMON and its tuning feature, NTuneNCP, see
NTuneMON User’s Guide.

X.25 Outboard Data Link Control (ODLC)

Starting with NCP V7R4, NCP running in a 3746 Model 900 communication sub-
system can connect to X.25 SNA devices through a public switched data network
(PSDN) without the need for the X.25 NCP Packet Switching Interface (NPSI)
Program Product. Only SNA Qualified Logical Link Control (QLLC) Data Terminal
Equipment (DTE) connections are supported by this function. Non-SNA devices
will still need the NPSI Program Product. X.25 ODLC support by NCP V7R4 or a
later release and X.25 NPSI support by NPSI V3R8 or later can coexist in the same
3745 and 3746 Model 900 combination.

For SNA, X.25 ODLC support was integrated into NCP V7R4 and provides
increased performance because the lower Data Link Control (DLC) functions are
contained in the 3746 Model 900. Information concerning X.25 ODLC support has
been incorporated into the NCP Version 7 and X.25 NPSI Version 3 Planning and
Installation and NCP Version 7 and X.25 NPSI Version 3 Diagnosis, Customization,
and Tuning manuals, which are now part of the NCP Library.

Integrated Services Digital Network (ISDN)

Integrated services digital network (ISDN) is a digital end-to-end telecommunication
network that supports multiple services including, but not limited to, voice and data.
ISDNs are used in public and private network architectures. Starting with NCP
V7R5, the 3746 Model 900 connectivity subsystem (CSS) supports an interface
into existing ISDN environments for SNA sessions routed through the CSS.

NCP V7R2, NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP
V7R7, NCP V7R8

In this book, unless otherwise specified, the term NCP V7RZ2 refers to NCP Version
7 Release 2, NCP V7R3 refers to NCP Version 7 Release 3, NCP V7R4 refers to
NCP Version 7 Release 4, NCP V7R5 refers to NCP Version 7 Release 5, NCP
V7R6 refers to NCP Version 7 Release 6, NCP V7R7 refers to NCP Version 7
Release 7, and NCP V7R8 refers to NCP Version 7 Release 8 with or without the
optional NCP feature for 3746 Model 900 connectivity subsystem support. To use
this feature, you must have the 3746 Model 900 installed in your controller.

RIP (Routing Information Protocol)
RIP-1 means RIP Version 1, RIP-2 means RIP Version 2, and RIP means either
RIP-1 or RIP-2.
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Symbols Used in This Book

Figure 0-1 shows the networking symbols used in the illustrations that appear
throughout this book.
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Figure 0-1. Symbols Used in Illustrations
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What Is New in This Book

This edition contains information on the following new NCP and SSP functions, as
well as editorial and technical changes. New or changed information is identified in
this book by a vertical line (]) in the left margin.

Logical Line Pool Sharing for TIC3 Connections

You can now code the PHYPORT keyword on 3746 Model 900 Token-Ring logical
peripheral GROUP statements. See “Unassigned Logical Line Pools” on
page 6-24.

Using 3746 Model 900 TIC3 Connection Balancing

You can now define the BALANCE keyword on 3746 Model 900 Token-Ring phys-
ical GROUP and LINE definition statements. See the description of the BALANCE
keyword on page 6-8.

Using Enhanced Control of the Dynamic Working Window for 3745
Token Ring

You can now control the amount by which the working window is decreased when
frame loss or congestion occurs for 3745 Token-Ring Ring resources by coding the
second and third suboperands (dw and dwc) of the DYNWIND keyword. See the
description of the DYNWIND keyword on page 6-43.

Specifying a Minimum Working-Window Value for 3745 Frame Relay

The mww suboperand is added to the DYNWIND keyword to provide a minimum
user-specified working window value for frame relay. See the description of the
DYNWIND keyword on page 16-15.

Using 3746 Model 900 Frame-Relay BAN Connection Balancing

You can now define the BALANCE keyword on 3746 Model 900 Frame-Relay DLCI
statements. See BALANCE keyword on the DLCI statement on page 16-14.

Using Enhanced Control of Adaptive Session Pacing

The new ADPLIMIT keyword enables you to limit the maximum window size that
NCP permits on an adaptively paced session. See “Defining Session Pacing” on
page 24-6.

Detecting a Hung Transmission Group (TG)

The new TGTIMER keyword provides enhanced hung-TG detection. See “Moni-
toring Transmission Group Performance” on page 23-18.

Specifying LRC8 Error Checking

LRCS8 error checking is available for BSC USASCII lines running in transparent
mode. See the description of the FEATURE keyword on page 20-5.
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Ignoring Data from an Undefined 3270 BSC Device

You can tell NCP to ignore data from an undefined 3270 BSC device. See the new
function of the FEATURE keyword on page 5-28.

Taking over an EP Line from Another Host

The new TAKEOVER keyword on the LINE statement enables you to force take-
over of EP line from another host. See the description of the TAKEOVER keyword
on page 21-12.

Setting the V.25 Dial Timer

A new keyword enables you to set the V.25 dial timer, formerly a fixed 2-minute
timer, for EP lines. See the description of the V25DIAL keyword on page 20-7.

Defining up to 32 ESCON Stations

The maximum number of ESCON stations has increased from 16 to 32. For
example, see the description of the ADDR keyword on page 15-23.

Generating a Minimum-Size Remote Load Module

The new MINILOAD keyword facilitates the generating of a minimum-size remote
load module. See the description of the MINILOAD keyword on page 2-6.

Where to Find More Information

A good place to start any task regarding NCP, SSP, or EP is the NCP V7RS,

SSP V4R8, and EP R14 Library Directory. This directory introduces the enhance-
ments for the current release and shows where these enhancements are described
in the NCP library. It gives you an overview of NCP, SSP, and EP and directs you
to information on a variety of tasks related to these programs. When you are using
the book online, you can use hypertext links® to move directly from task and
enhancement descriptions to the appropriate chapters of other books in the library.

Information for NCP Tasks

The books in the NCP, SSP, and EP library are listed here according to task, along
with closely related books and tools you may find helpful. See “Bibliography” on
page X-35 for a brief summary of each book in the NCP, SSP, and EP library and
listings of related publications.

3 A hypertext link is a pointer from a location in an online book to another location in the same book or another book. By selecting
highlighted information, such as a message number, you can move quickly to related information and, if desired, back again.
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Table 0-1. Sources of Information by Task for NCP V7R8

Order No. Title Hardcopy Softcopy

Planning

SC31-8063 Planning for NetView, NCP, and VTAM ]

SC31-8062 Planning for Integrated Networks u

SC30-4025 NCP V7R8, SSP V4R8, and EP R14 n n
Library Directory

SC30-3470 NCP Version 7 and X.25 NPSI Version 3 u u

Planning and Installation

Installation and Resource Definition

SC31-6221 NCP, SSP, and EP Generation and ] ]
Loading Guide

SC30-4024 NCP V7R8 Migration Guide " u

SC31-6223 NCP, SSP, and EP Resource Definition ] ]
Guide

SC31-6224 NCP, SSP, and EP Resource Definition L] u
Reference

Customization

LY43-0031 NCP and SSP Customization Guide u

LY43-0032 NCP and SSP Customization Reference " u

Operation

SC31-6222 NCP, SSP, and EP Messages and " "
Codes

Diagnosis

LY43-0033 NCP, SSP, and EP Diagnosis Guide " u

LY43-0037 NCP, SSP, and EP Trace Analysis u u
Handbook

LY43-0029 NCP and EP Reference " "

LY43-0030 NCP and EP Reference Summary and " "
Data Areas

LY30-5610 NCP Version 7 and X.25 NPSI Version 3 " u

Diagnosis, Customization, and Tuning

Monitoring and Tuning
SC31-6266 NTuneMON User’s Guide u u
LY43-0039 NTuneNCP Feature Reference u u

Those publications available as softcopy books have cross-document search and
hypertext links for speedy, online information retrieval. These softcopy books are
grouped together on an electronic bookshelf as part of the ACF/NCP, ACF/SSP,
EP, NPSI, and NTuneMON Softcopy Collection Kit, LK2T-0414, on compact disc
read-only memory (CD-ROM).

You can view and search these softcopy books by using BookManager READ pro-
ducts or by using the IBM Library Reader product included on the CD-ROM. For
more information on CD-ROMs and softcopy books, see the IBM Online Libraries:
Softcopy Collection Kit User’s Guide, the BookManager READ documentation, or
the BookManager home page at:

http://booksrv2.raleigh.ibm.com

You can also access unlicensed softcopy NCP publications in Acrobat or
BookManager formats from the NCP home page at:

XXXV NCP, SSP, EP Resource Definition Guide



About This Book

http://www.networking.ibm.com/ncp

About This Book XXXV



XXXVi NCP, SSP, EP Resource Definition Guide



Part 1. Producing an NCP

Chapter 1. Defining Your NCP Configuration . . . . ... .. ... ... ... 1-1
What Kind of Network Are You Defining? . . . ... .. ... ... ... ..... 1-1
Special Considerations for Using This Book . . . . .. ... ... ... ... .. 1-3
Line Protocols . . . . . . . . . 1-3
Coding Conventions . . . . . . ... 1-3
How You Define Resourcesto NCP . . . . . ... ... ... .. ... ...... 1-4
Generation Process Control Definition Statement . . . . . . . ... ... ... 1-5
System Definition Statements . . . . . .. ..o 1-5
Configuration Definition Statements . . . . . . . . .. .. ... ... ... ... 1-5
Network Configuration Definition Statements . . . . . . ... ... ... ... 1-6
NCP Router Definition Statements . . . . . . . . .. ... ... ... ..... 1-6
SNI Nonnative Network Definition Statements . . . . . . .. ... ... ... 1-7
Block Handler Definition Statements . . . . . . . . . ... ... ... ..... 1-7
Generation Delimiter Definition Statement . . . . . . . .. .. ... ... ... 1-7
Coding Lower Level Keywords on Higher Level Definition Statements . . . . . 1-7
Definition Statement Usage and Sequence for NCP Generation . . . ... ... 1-8
OPTIONS . . . . 1-8
PCCU . . 1-9
BUILD . . . . 1-9
SYSCNTRL . . . 1-9
NCPNAU . . e 1-9
GWNAU . e 1-10
HOST . . . 1-10
IDLIST . . 1-11
LUPOOL . . . . 1-11
LUDRPOOL . . . . . 1-11
PUDRPOOL . . . . . . 1-12
PATH . 1-12
SDLCST . . 1-12
DIALSET . . . . . 1-13
MTALCST . . . 1-14
MTALIST . . . 1-14
MTAPOLL . . . . e 1-14
MTATABL . . . 1-14
SWMMT . e 1-15
GROUP . . . . 1-15
LINE . . . 1-16
DLCI . 1-17
SERVICE . . . . . e 1-17
CLUSTER . . . . e 1-18
TERMINAL . . . . e 1-18
COMP . . . e 1-19
PU 1-20
IPHOST . . . . . 1-21
LU 1-21
FRSESET . . . . . . 1-21
ENDAUTO . . . . 1-22
IPOWNER . . . . 1-22
IPLOCAL . . . 1-22
IPROUTE . . . . . . 1-22

© Copyright IBM Corp. 1988, 1999



NETWORK . . . e 1-22

GWNAU . e 1-23
PATH . 1-23
STARTBH . . . . 1-24
EDIT . 1-24
DATETIME . . . . . . 1-24
UBHR . . . 1-24
REMOVCTL . . . . . 1-25
ENDBH . . . . . 1-25
BHSET . . . . . 1-25
GENEND . . . . . 1-25
Definition Statements for Dynamic Reconfiguration . . . . . . ... ... ... 1-25
ADD . . 1-25
DELETE . . . . . . 1-26
Chapter 2. Generating an NCP Load Module . . . . ... ... ... ... .. 2-1
NDF-Generated Definition File . . . . . . .. .. .. ... 2-1
Reusable NEWDEFN File . . . . ... ... ... .. ... ... ... ... 2-3
FASTRUN Keyword . . . . . . . . ... 2-5
Defining the NCP Environment . . . . . . . . . . .. .. ... ... ... ..... 2-5
Dynamically Created Control Blocks . . . . . .. .. ... ... ... ...... 2-10
Automatic Line Generation . . . . . . ... 2-12
Autocopy Function . . . ... 2-12
Autoline Function . . . . . . ... 2-16
Migration Aid Function . . . . . . . . ... 2-18
Chapter 3. Defining Your Communication Controller . . . . . ... ... .. 3-1
Defining an IBM 3745 Communication Controller . . . . . . ... ... .. ... 3-1
Fallback and Switchback . . . . . . . ... ... ... 3-2
Fallback for NCP . . . . . . . . . . . 3-3
Fallback for EP (PEP only) . . . . . . . . . . ... .. ... ... ... ... 3-5
Switchback . . . . . ... .. 3-5
Fallback and Switchback for IBM Special Products or User-Written Code . 3-6
3746 Model 900 Connectivity Subsystem . . . . . . . ... ... ... ... ... 3-6
Shared 3746 Model 900 Resources between Two NCPs . . . . ... .. .. 3-7
Shared 3746 Model 900 Resources between an NCP and 3746 Model 900 3-7
Fallback and Switchback for 3746 Model 900 Resources . . . . ... ... 3-8
Usage Tiers . . . . . . . 3-9
Usage Tiers for the IBM 3745 Communication Controller . . . . .. .. .. 3-10
Usage Tiers for the 3746 Model 900 . . . . ... ... ........... 3-11

NCP, SSP, EP Resource Definition Guide



Chapter 1. Defining Your NCP Configuration

Use this book to define your network configuration for Network Control Program
(NCP) and Emulation Program (EP). When you define your network configuration,
you define the relationship of the resources in the network to NCP. This relation-
ship refers to the physical and operational characteristics of the resources that
affect the way they work with NCP. Examples of these resource characteristics are
addresses, types, and speeds, as well as transmission protocols, methods of han-
dling data, and special provisions for backup and recovery. Resources attached to
NCP can have many possible physical and operational characteristics. Therefore,
you must thoroughly understand your network configuration and your processing
goals before you begin to define these resources to NCP.

What Kind of Network Are You Defining?

Before defining your NCP, it is important to determine which network resources are
part of your configuration and must be defined to NCP. The following series of
guestions will help you evaluate the required functions and characteristics of your
network. Read through these questions, and list the answers as you go. The
answers you provide may suggest other questions to be answered about your par-
ticular resources.

e What operating system are you using?

MVS
VM
VSE

e What types of line protocol are used by the devices attached to your NCP?

Binary synchronous communication (BSC)
Ethernet-type LAN

Frame relay

IBM special products or user-written code
Synchronous Data Link Control (SDLC)
Start-stop

Token Ring

¢ Do you need to provide routing support for Internet Protocol (IP) datagrams?

e Does your NCP communicate with other subareas by means of a frame-relay
network?

e Which diagnostic aids do you want to include?

* Do you need to support independent logical units (type 2.1 physical units)?
e Does your NCP attach to type 2.1 peripheral nodes?

e How are you defining the routes between subareas?

* Is your NCP connected to an IBM 9221 host processor?

* What access methods will your NCP communicate with?

e Can your NCP communicate with any channel-attached host processors?

¢ |s your NCP link-attached to another NCP?

¢ Do you have any switched links connected to your NCP?
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e Are you using Enterprise Systems Connection Architecture channels and the
3746 Model 900 connectivity subsystem?

e Are you defining Token-Ring resources to your NCP?

¢ Are you defining an NCP that includes the SNA network interconnection (SNI)
function to join two or more interconnected networks?

e What backup, recovery, and performance features do you need?
¢ Are you using extended subarea addressing?

e Are you including IBM special products (such as the Network Routing Facility
(NRF) or the Network Terminal Option (NTO)) or user-written code to add
special device support and functions to your NCP?

e Are you using or providing frame-relay network resources or functions?

e Are you using ISDN resources?

e Will your NCP use casual connection to communicate with another NCP?
e Are you using IBM 3174 group poll?

e Are you using parallel transmission groups?

e What types of Token-Ring interface couplers are you using?

e Do you have any IBM 786x modems?

e Do you have any V.25 bis modems?

¢ Are you including the dynamic reconfiguration function for any SDLC devices
attached to your NCP?

¢ Are you including block handlers for any BSC or start-stop devices attached to
your NCP?

¢ Do you have any devices attached to your NCP that you want to be able to
operate in emulation mode in the PEP environment of NCP?

¢ Do you have any switched, multiple-terminal-access (MTA) links connected to
your NCP?

¢ Do you have any clustered IBM 3270 BSC stations attached to your NCP?

e Do you have any teletypewriter exchange service (TWX) or World Trade Tele-
typewriter (WTTY) devices attached to your NCP?

The specific characteristics of your network determine not only which definition
statements you code, but also which keywords on each of the definition statements
you need to define. You should be familiar with your network before you try to
determine which of these definition statements and keywords to code.

You might want to modify or customize your NCP to add support for certain stations
or provide support for other stations that are not currently supported by
IBM-supplied programs. NCP and SSP Customization Guide and NCP and SSP
Customization Reference provide information to help you customize your NCP.
These books also contain information to help you write routines that interface with
NCP so you can use programmed Systems Network Architecture (SNA) resources
that reside in your communication controller.
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Special Considerations

Special Considerations for Using This Book

Line Protocols

As you use this book, you should be aware of the following line protocols and
coding conventions.

NCP controls the flow of data through a network between the host processor and
link-attached devices. This group of devices includes:

e Keyboard-printer terminals

e Clustered stations with, for example, displays and printers
e Distributed processing systems

e Remote job entry stations

e Other communication controllers.

Each link-attached device uses one of three line protocols to communicate with
NCP: SDLC, BSC, or start-stop communication. NCP also supports attachments
to other networks using the Institute of Electrical and Electronic Engineers (IEEE)
802.5 protocol for Token-Ring local area networks (LANs), IEEE 802.3 or Ethernet
Version 2 protocol for Ethernet-type LANs, and CCITT- or ANSI-standard frame-
relay protocol for frame-relay and ISDN networks.

In this book, a device attached to an SDLC link is called an SDLC device, a device
attached to a BSC link is called a BSC device, and a device attached to a start-
stop link is called a start-stop device. A device is not considered SDLC, BSC, or
start-stop because of its design or purpose. For example, an IBM 3174 Control
Unit can be attached to NCP by either an SDLC link or a BSC link. When it is
attached to an SDLC link, it is defined in this book as an SDLC device; when
attached to a BSC link, it is called a BSC device. Some devices, such as an IBM
1050 Data Communication System device, can use only the start-stop line protocol
to communicate with NCP, and therefore are considered start-stop devices.

SDLC devices are Systems Network Architecture (SNA) devices. BSC and start-
stop devices are non-SNA devices. BSC 3270 devices can operate in an SNA
network with VTAM. Other non-SNA devices can operate in an SNA VTAM
network through IBM special products such as the Network Terminal Option (NTO).

Coding Conventions

The sample definition statement and keyword coding used in this book is not shown
in standard assembler language format. Continuation characters are omitted and
the definition statements and keywords do not start in columns 10 and 16, respec-
tively. Lengthy comments can be inserted in coding samples to explain the func-
tions of individual keywords. These extended comments are for explanation only
and will probably not assemble correctly if included in your system generation.
When you code your NCP generation definition, be sure to conform to standard
assembler language conventions. For more information about how to code the
system generation, see NCP, SSP, and EP Resource Definition Reference. When
a paragraph applies only to certain functions, a boldface introductory phrase indi-
cates the restriction. For example, in Chapter 6, “Token-Ring Resources,” the
phrase 3746 Model 900: indicates information that applies only to

3746 Model 900 connectivity subsystem resources. When an entire section
applies only to certain functions, the first sentence in the section indicates the
restriction.
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Defining Resources to NCP

You do not have to code every definition statement and keyword discussed. Some
of the definition statements and keywords are required regardless of your configura-
tion. Other definition statements and keywords are required for specific configura-
tions. See “Definition Statement Usage and Sequence for NCP Generation” on
page 1-8 for information about definition statements that are required for every con-
figuration, and definition statements that are required only for specific resources.
Read NCP, SSP, and EP Resource Definition Reference for information on which
keywords are required.

How You Define Resources to NCP

You define resources to NCP by coding a generation definition that consists of defi-
nition statements. The definition statements describing each resource must appear
in certain positions in the generation definition. Be sure that you define your
resources in the following order:

1. Start-stop PEP line groups
. Start-stop NCP line groups
. BSC PEP line groups
. BSC NCP line groups

a b~ W N

. Line groups defined as SDLC, including the following (these resources can be
defined in any order):

e SDLC telecommunication links

¢ Network Terminal Option (NTO) resources

¢ NetView Performance Monitor (NPM) resources, with definitions for both
NPM and Network Session Accounting (NSA)

¢ Network Routing Facility (NRF) resources

e X.25 resources

¢ X.25 SNA interconnection (XI) resources

e X.21 resources

e Frame-relay resources

e |SDN resources

6. 3746 Model 900 and NTRI Token-Ring resources
7. Ethernet-type LAN resources
8. 370 1/0 and ESCON channel adapter line groups
9. User line groups
10. SNA network interconnection (SNI) nonnative resources.

Definition statements contain many keywords. The values you specify on these
keywords describe the relationship of the resources in the network to NCP. NCP
uses eight types of definition statements:

e Generation process control
e System

¢ Configuration

* Network configuration

e Router

¢ SNI nonnative network

¢ Block handler

e Generation delimiter.
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Generation Process Control Definition Statement
The generation process control definition statement creates a new generation defi-
nition or selectively controls the generation procedure for diagnostic purposes. This
definition statement activates and deactivates traces, such as parameter traces,
data traces, and procedure traces. It also selectively dumps instances of the major
data structures used by the generation process, and runs the generation procedure
in FASTRUN mode to check for input errors without creating object modules.

OPTIONS is the only generation process control definition statement.

System Definition Statements

System definition statements provide information about the communication con-
troller where NCP resides, functional options you choose for your NCP, and gener-
ation procedure characteristics. For example, the system definition statements
specify the following information:

e The NCP release you are generating
¢ The size of the buffers your NCP contains

e The number and positions of channel adapters installed in the communication
controller

e Optional diagnostic aids, such as an address trace, that you want to include in
your NCP

e Optional dynamic control functions, such as dynamic reconfiguration, that you
want to include in your NCP.

The system definition statements are:

PCCU NCPNAU
BUILD GWNAU
SYSCNTRL

Configuration Definition Statements
Configuration definition statements provide information necessary to build the NCP
tables. These tables control the flow of data between the communication controller
and its link-attached devices, and between the controller and any channel-attached
host processors. For example, the configuration definition statements specify the
following information:

e The average block size and buffer unit size used by the host processor access
method

e Lists of valid identification sequences for BSC devices or teletypewriter
exchange service (TWX) terminals that dial in over the switched network

¢ The explicit routes and adjacent subareas used to send data to destination sub-
areas in the network

The configuration definition statements are:

HOST PUDRPOOL MTALIST
IDLIST SDLCST MTAPOLL
LUPOOL DIALSET MTATABL
LUDRPOOL MTALCST SWMMT
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Defining Resources to NCP

Network Configuration Definition Statements

Network configuration definition statements specify characteristics and functions for
the following resources attached to NCP:

e SNA physical units and logical units
e Telecommunication links and link groups
e Cluster controllers
e Terminals
e Components of terminals.
Some of the characteristics and functions defined are:
e The speed at which the links connected to NCP operate
¢ Physical units and logical units of a peripheral host node (type 2 physical unit)
e Physical units of a subarea host node (type 5 physical unit)
e The type of clocking used by the links connected to NCP
e The transmission code used by the BSC and start-stop links connected to NCP

e The addresses of the links, physical units, logical units, terminals, and compo-
nents of terminals attached to NCP

¢ The maximum amount of data that the physical units attached to NCP can
receive from NCP in one data transfer.

The network configuration definition statements are:

GROUP COMP
LINE PU
SERVICE LU
CLUSTER TERMINAL
ENDAUTO

NCP Router Definition Statements

NCP router definition statements define SNA, Internet Protocol (IP), and frame-relay
routing functions. These definition statements provide routing, address, frame,
device, and buffer management information.

SNA: Use the SNA router definition statement to route subarea and peripheral
traffic. The SNA router definition statement is:

PATH

Internet Protocol:  Use the internet router definition statements to route IP
datagrams through an internet network. The internet router definition statements
are:

IPHOST IPROUTE
IPLOCAL IPOWNER

Frame Relay: Use the frame-relay router definition statement to route (or switch)
frames through a frame-relay network. The frame-relay router definition statement
is:

FRSESET
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Coding Lower Level Keywords

SNI Nonnative Network Definition Statements
SNI nonnative network definition statements define the characteristics of independ-
ently defined networks joined by a gateway NCP and a gateway system services
control point (SSCP).

The SNI nonnative network definition statements are:

GWNAU PATH
NETWORK

Block Handler Definition Statements
Use the block handler definition statements only if you attach BSC or start-stop
devices to your NCP. These statements provide information that describes the
optional processing that NCP can perform on a block of data before sending or
after receiving the block. The block handler can change data in either a transmitted
or a received block. For example, the block handler definition statements specify
the following information:

» Block handling routines that perform specific processing functions, such as
inserting the date and time into blocks of data, and correcting text incorrectly
entered from a device

¢ Block handlers and sets of block handlers that consist of one or more block
handling routines.

The block handler definition statements are:

STARTBH REMOVCTL
EDIT ENDBH
DATETIME BHSET
UBHR

Generation Delimiter Definition Statement
The generation delimiter definition statement ends the definition statements in the
NCP generation definition. It also provides information about the entry points and
library member names of user-written code you can include in your NCP.

GENEND is the only generation delimiter definition statement.

Coding Lower Level Keywords on Higher Level Definition Statements

Because definition statements appear in a generation definition in a hierarchical
format, high-level definition statements are usually followed by low-level definition
statements. Certain keywords that belong to a lower level definition statement can
be coded on a higher level definition statement to save coding effort. For example,
five characteristics common to 15 terminals on a line can be specified once on the
LINE definition statement rather than on each of the 15 TERMINAL definition state-
ments; therefore, five keywords are coded instead of 75.

In this book, keywords are described on the lowest level definition statement on
which they can appear; however, coding samples often show lower level keywords
coded on higher level definition statements. For information about which keywords
to define on a particular definition statement, see NCP, SSP, and EP Resource
Definition Reference.
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Definition Statement Usage and Sequence

Definition Statement Usage and Sequence for NCP Generation

OPTIONS

As noted earlier, definition statements appear in a certain order in a generation
definition. The position of the definition statements and descriptions of their usage
follow. They are listed in the order in which they must appear in the generation
definition.

You do not have to code all of the definition statements, but you must select the
appropriate definition statements depending on your controller and configuration.

To define NCP, you must code the following definition statements:

BUILD
SYSCNTRL
PATH
GROUP
LINE
GENEND.

Usage: Use the OPTIONS definition statement if you want to control processing in
the generation procedure. Use OPTIONS to:

e Turn traces on and off, such as parameter traces, data traces, and procedure

traces, and to selectively dump instances of the major data structures used by
the generation process. You can define as many traces as you need for diag-
nostic purposes on the OPTIONS definition statement. For more information
on using OPTIONS for diagnostic purposes, see NCP, SSP, and EP Diagnosis
Guide.

Run the generation procedure in FASTRUN mode to check for input errors
without creating object modules. FASTRUN cannot be disabled after it is
started.

Give certain IBM special products or user-written code access to the NCP/EP
definition facility (NDF) internal routines through the NDF standard attachment
facility as described in “NDF-Generated Definition File” on page 2-1.

Create a new generation definition containing the definition statements and
keywords you coded, statements and keywords generated by the standard
attachment facility, and definitions added by NDF. Use NEWDEFN=(YES,...)
on the OPTIONS definition statement to create a new generation definition file
when you define:

Automatic line generation

Ethernet-type LAN resources

Frame-relay resources

ISDN resources

Internet resources

Network Routing Facility (NRF)

Migration aid function

Token-Ring resources

User-written applications that modify the generation definition
X.25 NCP Packet Switching Interface (NPSI)
X.25 Outboard Data Link Control (ODLC).
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PCCU

BUILD

SYSCNTRL

NCPNAU

Definition Statement Usage and Sequence

e Format the output created by the automatic line generation procedure by speci-
fying NEWDEFN.

Position : When specifying the use of the NDF standard attachment facility, doing
a FASTRUN generation, or creating a new generation definition, OPTIONS must be
first in the generation definition. Otherwise, OPTIONS can appear anywhere in the
generation definition.

Usage: Required only for VTAM. Use one PCCU definition statement for each
VTAM that can activate NCP. The NCP generation procedure does not use the
PCCU definition statement. See VTAM Resource Definition Reference for a com-
plete description of PCCU.

Position : Must precede the BUILD definition statement.

Usage: Required. Use the BUILD definition statement to specify a wide variety of
characteristics and functions of an NCP and its relationship to the resources
attached to it. Some of these characteristics and functions are:

¢ The hardware features of the communication controller
e Diagnostic aids

* Program generation specifications

¢ Network addressability (routes between subareas)

¢ The limits of the native network.

BUILD also helps define the characteristics of the native network if you include the
SNA network interconnection function to connect two or more independent net-
works. For more information on interconnected networks, see Chapter 14.

Position : First required definition statement in the NCP generation definition.
OPTIONS and one or more PCCU definition statements can precede BUILD.

Usage: Required. Use the SYSCNTRL definition statement to specify the dynamic
control facilities you want for your NCP. Some of these facilities are switched
network backup, display link status, change service-seeking pause, and reset
device queues.

Position : Must follow the BUILD definition statement.

Usage: For customized functions. Use the NCPNAU definition statement if you
include IBM special products or user-written code to add special device support and
functions to your NCP. NCPNAU defines the names of user-defined control blocks
and function vector tables associated with a network addressable unit (NAU). Also
use NCPNAU to assign a specific name to this NAU and to tell NCP whether the
NAU will function as an SSCP or as a logical unit.

Position : Follows the SYSCNTRL definition statement. For more information on

positioning NCPNAU definition statements see “Position” for the GWNAU definition
statement on page 1-10.
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GWNAU

HOST

Usage: Use the GWNAU definition statement if you include the SNA network inter-
connection function to connect two or more independent networks. GWNAU
reserves addresses in the gateway NCP used by logical units and SSCPs that par-
ticipate in cross-network sessions. GWNAU also specifies characteristics assigned
to these addresses, such as the identity of the logical unit or SSCP using each
address and the number of sessions in which the logical unit or SSCP assigned to
each address participates.

Code one GWNAU definition statement for each logical unit and SSCP in a nonna-
tive network that requires a permanent address in the native network or a guaran-
teed number of sessions with logical units or SSCPs in the native network. Also
code one GWNAU statement to define the number of addresses set aside in a pool
for temporary use by logical units and SSCPs in nonnative networks that participate
in cross-network sessions with logical units and SSCPs in the native network.

Position : When defining specifications for logical units and SSCPs in nonnative
networks that require addresses in the native network, GWNAU must follow the
NCPNAU or SYSCNTRL definition statement.

The GWNAU definition statement that generates the pool of network addressable
units (NAUs) must be the last definition statement in the sequence of GWNAU or
NCPNAU definition statements within a network.

To maintain address stability on subsequent gateway NCP generations, follow
these rules:

e Do not delete a GWNAU or NCPNAU definition statement unless it is the last
statement in the sequence of GWNAU or NCPNAU statements that define
logical units and SSCPs and it is before the final GWNAU definition statement
that generates the pool of NAUs.

e Always add new GWNAU and NCPNAU definition statements within a network
after all existing GWNAU and NCPNAU statements that define logical units and
SSCPs, and before the final GWNAU definition statement that generates the
pool of NAUs.

Alternatively, maintain address stability for the units that need it (for example,
certain SSCPs) by coding ELEMENT on the GWNAU definition statement. As long
as the value of ELEMENT does not change, the gateway address does not change.

Code GWNAU definition statements in ascending order according to the values of
the ELEMENT keywords. GWNAU statements with ELEMENT defined must
precede all other GWNAU definition statements and any NCPNAU statements in a
network.

Usage: Required only for VTAM. Use one HOST definition statement for each
VTAM that can activate NCP. The NCP generation procedure does not use the
HOST definition statement. See VTAM Resource Definition Reference for a com-
plete description of HOST.

Position : Must precede the first GROUP definition statement.
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IDLIST

LUPOOL

LUDRPOOL

Definition Statement Usage and Sequence

Usage: Use the IDLIST definition statement if you attach BSC devices or TWX
terminals to a switched link connected to an NCP communicating with TCAM.
IDLIST specifies a list of identification sequences for these devices, the maximum
size of the identification list, and the action NCP performs when it receives an iden-
tification sequence that does not match any sequence in the list.

Specify one IDLIST definition statement for each list of identification sequences
checked by NCP.

An identification list is optional for each switched line that BSC or TWX devices can
call or for each switched line that the controller, in network control mode, can call.
If you provide a list, NCP checks identification sequences it receives from a device
against the sequences in the list. If you do not provide a list, no check is made.
The same list can be used for more than one line.

TCAM can check identification sequences received from devices calling the con-
troller instead of, or in addition to, NCP. Identification sequences received during
callout operations are never passed to TCAM. Refer to the appropriate TCAM
installation manual for information about identification verification.

Note: IDLIST is not valid for VTAM.

Position : Must precede the first GROUP definition statement.

Usage: Use the LUPOOL definition statement if you attach logical units associated
with type 1 and type 2 physical units to switched SDLC links. LUPOOL defines a
pool of logical unit control blocks (LUBSs) used when the connection is established
between NCP and the type 1 or type 2 physical units.

Specify one LUPOOL for each access method that communicates with type 1 and
type 2 physical units over switched SDLC telecommunication links using the assign
network address (ANA) command. Do not code LUPOOL for any access method
that supports request network address assignment (RNAA) instead of ANA.

Position: Must precede the first GROUP definition statement.

Usage: Use the LUDRPOOL definition statement if you include the dynamic recon-
figuration function or connect any switched SDLC links to your NCP. LUDRPOOL
specifies pools of empty logical unit control blocks (LUBs) used when you add a
logical unit to an SDLC device by dynamic reconfiguration, or when a connection is
established between NCP and an SDLC device attached to a switched link.

Token Ring : If you include Token-Ring resources in your generation definition,
code the LUDRPOOL definition statement.

Position : Must precede the first GROUP definition statement.
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PUDRPOOL

PATH

SDLCST

Usage: Use the PUDRPOOL definition statement if you include the dynamic recon-
figuration function in your NCP. PUDRPOOL specifies a pool of empty physical
unit control blocks used when an SDLC device is added by dynamic reconfiguration
to a link connected to your NCP.

Position : Must precede the first GROUP definition statement.

Usage: Required. PATH specifies the explicit routes, adjacent subareas, and
transmission groups used to send data to the destination subareas. Use the PATH
definition statement to specify one or more destination subareas that receive data
from NCP. PATH also specifies data flow thresholds for the transmission groups
used. In addition, PATH assigns virtual routes to the explicit routes used and
defines pacing window sizes for these virtual routes.

If you define a gateway NCP, see the description of PATH on page 1-23.

Position : Must precede the first GROUP definition statement.

Usage: Use the SDLCST definition statement if your NCP is connected to an adja-
cent NCP by one or more point-to-point SDLC, Token-Ring, frame-relay, or ISDN
subarea links.

SDLCST specifies a set of parameters in a selection table used by a subarea link
and defines whether this set of parameters is used when your NCP is operating in
a primary or secondary state. You can designate a primary and a secondary NCP
by defining one SDLCST definition statement for the primary NCP and one
SDLCST definition statement for the secondary NCP.

See Figure 1-1 on page 1-13 for an example of the primary and secondary roles of
NCP. In Figure 1-1, the values coded on the GROUP, LINE, and PU definition
statements govern operation of the subarea link. As long as NCP1 and NCP2
exchange identifications during the contact procedure, they determine which con-
troller is the primary device and which one is secondary. You can specify which
controller is to be the primary controller, regardless of its subarea controller
number; however, if you do not specify which device is to be the primary one, the
one with the higher subarea number becomes the primary device. Each NCP then
replaces the subarea link parameters with those values you coded or those that
default on SDLCST for that device type (primary or secondary), with the exception
of the MAXOUT keyword for the primary NCP.

Position : Must precede the first GROUP definition statement.
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Before the controllers
are contacted

Definition Statement Usage and Sequence

Host Host

Subarea Link

NCP1 NCP2

[&«— |Initially governed ——
by parameters in

Definitior_1 statements the LINE and PU
needed in both definition
NCP1 and NCP2 statements
SDLCST MODE=PRI
SDLCST MODE=SEC
GROUP MODE=PRI
GROUP MODE=SEC
GROUP
LINE
PU TYPE=4
Host Host

After the controllers
are contacted

Subarea Link

NCP1 NCP2
PRI SEC

Governed by the Governed by the
primary SDLCST secondary SDLCST
and GROUP and GROUP
definition definition
statements statements

Figure 1-1. Determination of Primary and Secondary Roles by Communication Controllers

DIALSET

Usage: Use the DIALSET definition statement if you attach BSC or start-stop
devices to a switched link connected to your NCP. DIALSET specifies the
switched, point-to-point links that make up a dial set, which is a group of telecom-
munication links. NCP dials a device over one link selected from the dial set.

Specify one DIALSET definition statement for each dial set defined.
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Definition Statement Usage and Sequence

MTALCST

MTALIST

MTAPOLL

MTATABL

Position : Must precede the first GROUP definition statement.

Usage: Use the MTALCST definition statement if you have switched multiple-
terminal-access (MTA) links for certain start-stop devices attached to your NCP.
MTALCST defines entries in a line-control selection table generated in NCP for the
devices that use the MTA links. These entries describe terminal operating charac-
teristics, such as line speed, transmission code, line control, length of print line,
carriage return rate, text error retry limit, buffer cutoff limit, and a mask and
compare character for TWX terminals.

Specify one MTALCST definition statement for each line-control selection table
entry defined.

Position : Must precede the first GROUP definition statement. All MTALCST defi-
nition statements must appear together for an MTALCST group.

Usage: Use the MTALIST definition statement if you have switched MTA links for
certain start-stop devices attached to your NCP. MTALIST specifies the types of
terminals that use the MTA link.

Specify one MTALIST definition statement for each list of line control types for MTA
links.

Position : Must follow the group of MTALCST definition statements for switched
link or links. Must precede the first GROUP definition statement.

Usage: Use the MTAPOLL definition statement if you have switched MTA links for
IBM 1050 Data Communication System devices attached to your NCP. MTAPOLL
defines the polling characters used by IBM 1050 Data Communication System ter-
minals that can call the communication controller over any dial-in MTA link.

Specify one MTAPOLL definition statement for all IBM 1050 terminals that can dial
the controller over any MTA link.

Position : Must precede the first GROUP definition statement.

Usage: Use the MTATABL definition statement if you have switched MTA links for
certain start-stop devices attached to your NCP. MTATABL specifies the line
control and transmission code used by the devices defined in the MTALCST defi-
nition statement. Also it defines the name of each MTALCST definition statement
that represents a set of operating parameters for these devices.

Specify one MTATABL definition statement for each unique combination of line
control types and transmission codes for MTA links.

Position : Must precede the first GROUP definition statement.
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SWMMT

GROUP

Definition Statement Usage and Sequence

Usage: Use the SWMMT definition statement to define SSCP monitor mode func-
tion (SMMF) for switched subarea lines. Code the SWMMTID keyword on the LINE
definition statement to point to the name you assign to the first SWMMT definition
statement in the switched table.

Position : Follows the BUILD and SYSCNTRL definition statements. Must precede
the first GROUP definition statement.

Usage: Required. Use the GROUP definition statement to begin a series of defi-
nition statements that define the characteristics common to a group of links or
devices attached to your NCP. GROUP specifies such characteristics and func-
tions as:

e The type of line control to be used

e Optional or variable characteristics that all lines in the group have in common
e Certain options to be applied to all lines in the group

e For 370 I/O channel attachments, the characteristics of channel links

e For Token-Ring, frame-relay, and ISDN lines, whether a group contains phys-
ical or logical lines.

The GROUP definition statement has two special uses: channel link definitions and
stand-alone GROUP definitions. See Chapter 4 for information about channel
links; the following section describes stand-alone GROUP definition statements.

Stand-Alone GROUP Definition Statements

A stand-alone GROUP definition statement is a GROUP definition statement that is
not followed by LINE and lower-level definition statements. Use a GROUP defi-
nition statement to define a stand-alone line group (1) for a subarea link selection
table or (2) for MTA support when there is ho non-MTA GROUP definition state-
ment with the same values specified for the TERM, POLLED, and FEATURE
keywords.

For an SDLC selection table, code the keywords shown in Figure 1-2.

APRI SDLCST GROUP=A,MODE=PRI ~ Primary selection table entry

*

ASEC SDLCST GROUP=B,MODE=SEC  Secondary selection table entry

*

A GROUP MODE=PRI Primary line group operation mode
*

B GROUP MODE=SEC Secondary line group operation mode
*

S

DLCGRP GROUP SDLCST=(APRI,ASEC) SDLC line group

Figure 1-2. Example: Defining a Stand-Alone SDLC Line Group

To define a stand-alone line group for MTA, code the keywords shown in
Figure 1-3 on page 1-16.
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LINE

1-16

MTAGRP ~ GROUP DIAL=YES,
LNCTL=SS,
TERM=2740-1,1
POLLED=YES,?2
FEATURE=(XCTL,CHECK) ,2

1 You can also code 1050, 2741, or TWX
2 Only for TERM=2740-1

Figure 1-3. Example: Defining a Stand-Alone MTA Line Group

Code other GROUP definition statement keywords for the stand-alone GROUP defi-
nition statement. However, for a stand-alone GROUP definition, any LINE or TER-
MINAL definition statement keywords that you code for a regular GROUP definition
statement are ignored.

Specify one GROUP definition statement for each telecommunication link group,
even if the group is made up of only one link.

Position : Appears at the beginning of the definition for each type of telecommuni-
cation link. The type of line control used by the group determines the position of
the group definition within the system generation definition. See “How You Define
Resources to NCP” on page 1-4 for information on the order of line group definition
statements in the system generation definition.

Usage: Required. Use the LINE definition statement to specify characteristics and
functions for a single physical or logical line. These characteristics and functions
include:

e The speed of the link

e The address of the link

¢ Whether the modem or communication scanner provides clocking

¢ Whether the link and modem constitute a duplex or half-duplex facility

e The number of attempts NCP is to make to recover from errors occurring during
transmission of data over the link.

Specify one LINE definition statement for each BSC or start-stop communication
line connected to the controller, whether it operates only in network control mode or
in either network control or emulation mode. For an SDLC link, a single LINE defi-
nition statement represents either one or two communication line interfaces. Par-
allel links must have a LINE definition statement to define each link. If all the links
have the same group characteristics, they can be defined following the same
GROUP definition statement. If no TERMINAL definition statements follow a LINE
for a BSC or start-stop line, specify CALL=OUT (VTAM) and the device type
(TERM keyword) on the LINE or GROUP definition statement. You also can code
the FEATURE keyword on the TERMINAL definition statement for that line. All
other TERMINAL definition statement keywords are ignored.
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DLCI

SERVICE

Definition Statement Usage and Sequence

The LINE definition statement also defines channel link characteristics and func-
tions such as channel operations, logical address or physical position, and periph-
eral host node connection or subarea host node connection.

Position : Can follow other LINE definition statements as well as GROUP, PU, LU,
TERMINAL, or COMP definition statements. LINE definition statements repres-
enting SDLC links must appear in the generation definition following LINE state-
ments representing BSC and start-stop lines. Definitions for channel links follow
SDLC links. For more information, read “How You Define Resources to NCP” on
page 1-4.

All LINE definition statements representing lines in a physical line group must
appear between the GROUP representing that group and the next GROUP defi-
nition statement.

Note: If you define an SDLC peripheral line as the only line under a GROUP defi-
nition statement, you can use NTuneMON to change certain characteristics of the
line as long as the line is inactive. See the NTuneMON User’s Guide for detalils.

Usage: Frame-relay physical lines. Use the DLCI definition statement to specify
one of the following:

e Bandwidth management parameters for 3746 Model 900 frame-relay DLCIs

e A balancing factor for 3745 frame-relay DLCIs

A DLCI statement may be coded for each DLCI that can be supported by the phys-
ical line. However, a DLCI statement is not required for every DLCI supported by
the physical line.

No more than one DLCI statement may be coded for a given DLCI on a physical
line.

Position : Follows the LINE definition statement.

Usage: For nonswitched links. Use the SERVICE definition statement to generate
a service order table for a nonswitched link connected to NCP. SERVICE specifies
the order in which the devices attached to the link are serviced and the maximum
number of entries in the table. If the link is an SDLC link, define each physical unit
on the link at least once. If the link is BSC or start-stop, specify each CLUSTER,
TERMINAL, and COMP definition statement at least once.

Do not specify a SERVICE definition statement for subarea links connecting two
NCPs, switched links, or point-to-point links. You can define one SERVICE defi-
nition statement for all other types or permit NDF to generate it by default.

Note: If you omit the SERVICE definition statement, or code it and omit the
ORDER keyword, NDF automatically generates the service order table.

Position : Follows the LINE definition statement.
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Definition Statement Usage and Sequence

CLUSTER

TERMINAL

Usage: Use the CLUSTER definition statement if you attach clustered BSC
stations (IBM 3270 Information Display Systems or IBM 2972 General Banking Ter-
minal Systems) to your NCP. CLUSTER specifies such characteristics and func-
tions as:

e The type of station

* Any required general polling characters used by the cluster controller attached
to the station

e The name of the station if general polling characters are used

e Any block handler sets associated with the station

e Points of block handler execution within the block handler set

e Certain operation options used when NCP communicates with the clustered
station.

CLUSTER represents an IBM 3270 series only if the line is nonswitched (DIAL=NO
on GROUP and POLLED=YES on the LINE or GROUP definition statement). Each
CLUSTER statement generates a resource name only if the GPOLL keyword is
coded. Omit GPOLL if the general polling function is not required.

Define one CLUSTER definition statement for each cluster controller.

Position : It follows the SERVICE definition statement. If you do not code
SERVICE, the CLUSTER definition statement follows the LINE definition statement.
It precedes the TERMINAL and COMP definition statements for the cluster.

Code CLUSTER definition statements following a LINE definition statement if the
following conditions apply:

e The line is a BSC link (LNCTL=BSC on GROUP).

e The line operates only in network control mode.

¢ The line is nonswitched (DIAL=NO on GROUP).

e The line uses multipoint line control (POLLED=YES on LINE).

Usage: Use the TERMINAL definition statement if you attach BSC or start-stop
devices to your NCP. The TERMINAL definition statement represents the first or
only input or output component of a device. TERMINAL specifies such character-
istics and functions as:

e The device name

» Device type

e Device features

¢ The polling and addressing characters NCP uses to contact the device
¢ The telephone number NCP uses to reach the device

e The length of the controller identification sequence NCP sends to the device
when contact is established
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COMP

Definition Statement Usage and Sequence

e Any block handler set associated with the device
¢ Points of block handler execution within the block handler set

e Certain operation options used when NCP communicates with the device.

Specify one TERMINAL definition statement for each BSC or start-stop device,
including those attached to cluster controllers.

Represent each start-stop and BSC device attached to a nonswitched point-to-point
or multipoint line by a separate TERMINAL definition statement. Represent all ter-
minals attached to an IBM 3270 series control unit with TERMINAL.

Note: TERMINAL definition statements can be required for unused terminal
addresses on certain BSC control units. If FEATURE=GPLKUP is coded, extra
TERMINAL definition statements are not needed.

Devices that call the communication controller over the switched telephone network
are not represented individually by TERMINAL definition statements. Instead, TER-
MINAL is required for each controller connection (port) that receives calls. The
control blocks generated by each TERMINAL represent whichever device is con-
nected to the controller for the duration of any given call.

Devices called by the controller are represented by either a unique TERMINAL defi-
nition statement or a common TERMINAL definition statement that represents
whichever device the controller is connected to during any given call.

Code a unique TERMINAL definition statement for each device for which a tele-
phone number is maintained within the controller. Specify the telephone number of
the device on the DIALNO keyword. Code a common TERMINAL to represent all
devices for which VTAM supplies a telephone number.

Each TERMINAL definition statement generates a resource name and applies only
to lines operating in network control mode.

If the device specified by this TERMINAL is an IBM 3275 or a device attached to
an IBM 3270 series (except 3275) control unit, represent the control unit with a
CLUSTER definition. Do not code a TERMINAL statement for a printer attached to
an IBM 3275 (TERM=3275).

Position : It follows the SERVICE definition statement. If you do not code
SERVICE, the TERMINAL definition statement follows the LINE definition state-
ment. If part of a cluster, the TERMINAL definition statements for the cluster follow
the CLUSTER definition statement.

Usage: Use the COMP definition statement if you attach BSC or start-stop devices
to an NCP. COMP specifies characteristics and functions for each I/0O component
of the devices, such as:

e The component name

* Polling and addressing characters NCP uses to contact the component

¢ Any block handler set associated with the component

e The execution time of block handlers within the block handler set

» Certain operation options NCP uses to communicate with the component.
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PU

1-20

COMP statements are required only for components NCP must poll or address indi-
vidually with specific component polling or addressing characters. COMP is not
required for a device with only one input and one output component since the TER-
MINAL definition statement specifies polling and addressing characters. If two or
more components need to have separate sessions established concurrently, repre-
sent each component with an individual TERMINAL or COMP definition.

Each COMP generates a resource name. Keywords on COMP apply only to lines
operating in network control mode.

Specify one COMP definition statement for each additional input or output compo-
nent.

Position : Follows the TERMINAL definition statement or other COMP definition
statements.

Usage: Use the PU definition statement if NCP is attached to SDLC, frame-relay,
ISDN, or Internet Protocol devices, if NCP has channel adapter connections, or if

your NCP is connected to an adjacent NCP by one or more SDLC subarea links.

PU specifies such characteristics and functions as:

e The device name
e The device address and type

e The maximum amount of data the physical unit can receive from NCP in one
path information unit (PIU) or PIU segment

e The maximum number of consecutive PIUs or PIU segments NCP is to send to
the device before servicing other devices on the link

* Whether an immediate polling retry is required for the device

e The number of error recovery attempts NCP is to make if transmission errors
occur

¢ The maximum number of PIUs or PIU segments NCP is to send to the device
before requesting a response

¢ The maximum number of logical units associated with the device.
Specify one PU definition statement for each device and link station.

Use PU definition statements to define subarea channel or peripheral channel links.
Subarea channel links and peripheral channel links require only one PU definition
statement for each LINE definition statement. Do not code a PU definition state-
ment for EP channels. For Internet Protocol, the PU definition statement defines a
link station. For frame relay the PU definition statement defines a subport.

Position : Follows the LINE, SERVICE, LU, or other PU definition statements if the
other PU definition statement defines a device that is attached to a nonswitched
link. If defining a link station, PU follows the LINE definition statement. If defining
a device attached to a multipoint link or a point-to-point link used for dynamic
reconfiguration, PU follows the SERVICE definition statement. If you do not code
SERVICE, PU follows the LINE definition statement.
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LU

FRSESET

Definition Statement Usage and Sequence

Usage: For internet routing over Ethernet-type and NTRI-attached LANs. Use the
IPHOST definition statement to define a permanent internet host on an Ethernet-
type or NTRI-attached LAN. This definition statement is necessary only for internet
hosts that do not support Address Resolution Protocol (ARP) packets. You can
code more than one IPHOST statement for each local LAN.

Position : Must follow a PU definition statement for an Ethernet-type or
NTRI-attached LAN or another IPHOST definition statement.

Usage: Use the LU definition statement if you attach SDLC devices to your NCP, if
you have channel adapter connections, or for NCP connectionless SNA transport
(NCST) definitions. The LU statement specifies such characteristics and functions
as:

e The name of the logical unit associated with an SNA device
¢ The logical unit address and type

e Whether NCP requires the logical unit to acknowledge, at intervals, receipt of
data and readiness to accept more data

¢ The definition of a peripheral host.

Specify one LU definition statement for each logical unit associated with a device
on a nonswitched link.

Position : Follows the PU definition statement or other LU definition statement
associated with the same device. LU definition statements appear in ascending
order according to local addresses assigned to logical units (as coded for
LOCADDR on this definition statement). LU definition statements are required for
local addresses with associated logical units. The generation procedure generates
logical unit control blocks for each defined local address.

When you define a peripheral channel link (PUTYPE=2) on the PU definition state-
ment, also define an LU definition statement. You can code the LU definition state-
ment in the generation definition or it can be added dynamically. However, an LU
definition statement cannot follow a subarea channel link (PUTYPE=5) definition.

Usage: Use the FRSESET definition statement to define frame-relay subport sets.
A subport set defines the portion of the permanent virtual circuit (PVC) between
two, three, or four subports within:

e An NCP running on a 3745,

e A 3746 Model 900, or

e A combination of a 3746 Model 900 and an NCP (starting with V7R4) running
on a 3745.

Position : Must follow all subport PU definition statements referenced by this
FRSESET definition statement and precede the GENEND definition statement.
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ENDAUTO

IPOWNER

IPLOCAL

IPROUTE

NETWORK

Usage: Use the ENDAUTO definition statement if you use automatic line gener-
ation. The ENDAUTO definition statement indicates the end of a block of definition
statements to be copied by the autoline function. The ENDAUTO definition state-
ment also indicates the end of a block of definition statements to be copied by the
autocopy function.

Specify one ENDAUTO definition statement for each block of definition statements
to be copied.

Position : Follows all CLUSTER, TERMINAL, and COMP definition statements for
a LINE definition statement containing the AUTOLINE or AUTOCOPY keyword for
a BSC or start-stop line. Follows all PU and LU definition statements for a LINE
definition statement containing the AUTOLINE or AUTOCOPY keyword for an
SDLC line.

Usage: For internet routing, use the IPOWNER definition statement to define the
NCP owning IBM TCP/IP host.

Position : Must follow the last line group definition, and must precede all IPLOCAL
and IPROUTE definition statements and the GENEND definition statement.

Usage: For internet routing. Use the IPLOCAL definition statement to specify the
internet address for a local gateway routing interface. IPLOCAL also implicitly
defines an internet route from the interface to the adjacent LAN or NCST logical
unit, frame-relay network, channel-attached internet host, or internal NCP to Model
900 point-to-point IP connection. Code a 4-byte internet address for each of the
local routing interfaces defined to NCP. These addresses are used to route
datagrams throughout the network.

Position : Must follow the IPOWNER definition statement, and must precede all
IPROUTE definition statements and the GENEND definition statement.

Usage: For internet routing. Use the IPROUTE definition statement to define a
route in the internet route table. IPROUTE is needed only for routes that are not
implicitly defined or that cannot be dynamically discovered through Routing Informa-
tion Protocol.

Position : Must follow the IPOWNER definition statement and all IPLOCAL defi-
nition statements, and must precede the GENEND definition statement.

Usage: Use the NETWORK definition statement if you include the SNA network
interconnection function to connect two or more independent networks. NETWORK
specifies characteristics of the nonnative networks that connect to the gateway
NCP, such as:

e The name of the nonnative network

e The subarea address that identifies the gateway NCP to the nonnative network
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PATH

Definition Statement Usage and Sequence

e The maximum number of subareas in the nonnative network that can simul-
taneously have active virtual routes connecting them with the gateway NCP

* Whether access methods in the nonnative network can activate or own the
gateway NCP

e Limits of the nonnative network.

Code the NETWORK definition statement to define resources that enable the
gateway NCP to define nonnative network characteristics dynamically. This permits
the gateway NCP to support cross-network sessions with nonnative networks that
are not explicitly defined to it.

Each NETWORK definition statement is followed by GWNAU definition statements
defining cross-network resources and PATH definition statements defining paths in
this network. You cannot define peripheral function resources under a NETWORK
definition statement. Define them in the native NCP, under the BUILD definition
statement. Specify one NETWORK definition statement for each nonnative network
connected to the gateway NCP.

Position : Follows the device definition statements (GROUP, LINE, CLUSTER,
TERMINAL, COMP, PU, and LU) for native resources attached to the gateway
NCP. Can also follow a PATH definition statement associated with the previous
nonnative network.

Usage: Use the GWNAU definition statement to define a gateway NCP when
GWNAU follows the NETWORK definition statement. See page 1-10 for a full
description of the GWNAU definition statement.

Code one GWNAU definition statement for each logical unit and SSCP in any
network (native or nonnative) that requires a permanent address in the nonnative
network defined on the preceding NETWORK definition statement. It can also
define a guaranteed number of sessions with logical units or SSCPs in that nonna-
tive network.

Code one GWNAU definition statement to define the number of addresses set
aside in a pool for temporary use by logical units and SSCPs in any network that
participates in cross-network sessions with logical units and SSCPs in the nonna-
tive network defined by the preceding NETWORK definition statement. Also, code
one GWNAU definition statement to define the number of addresses set aside in a
pool for temporary use by logical units and SSCPs in networks added dynamically
by the gateway NCP.

Position : Follows the NETWORK definition statement for a nonnative network that
requires addresses of logical units and SSCPs in any other native or nonnative
network.

Usage: For gateway NCPs (when following GWNAU definition statement). Use
the PATH definition statement to specify one or more destination subareas that
receive data from the gateway NCP. Code one PATH definition statement for each
destination subarea in a nonnative network that receives data from the gateway
NCP.
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STARTBH

EDIT

DATETIME

UBHR

PATH specifies the explicit routes, adjacent subareas, and transmission groups
used to send data to the destination subareas. PATH also specifies data flow
thresholds for the transmission groups used. In addition, PATH assigns virtual
routes to the explicit routes used and defines pacing window sizes for these virtual
routes.

Position : When defining routes to destination subareas in a nonnative network,
follows GWNAU definition statements associated with the nonnative network
defined by the preceding NETWORK definition statement.

Usage: For BSC or start-stop devices. Use the STARTBH definition statement to
specify the name of a block handler, and the point at which the block handler is
executed.

Specify one STARTBH definition statement for each block handler.

Position : Appears at the beginning of a block handler.

Usage: For BSC or start-stop devices. Use the EDIT definition statement to
specify a character used as a text canceling (backspace) character.

Specify no more than one EDIT definition statement for each block handler.

Position : Appears before the DATETIME definition statement, if DATETIME is
coded.

Usage: For BSC or start-stop devices. Use the DATETIME definition statement to
specify whether NCP inserts the date, time of day, or both in a block of data that
NCP is processing.

Specify no more than one DATETIME definition statement for each block handler.

Position : Follows the EDIT definition statement, if EDIT is coded.

Usage: For BSC or start-stop devices. Use the UBHR definition statement only if
you include a user-written block handling routine in a block handler. You can code
any number of UBHR definition statements. UBHR specifies the name of the user-
written routine, its entry point, and the conditions under which it runs.

Note: Using UBHR forces storage boundary alignment to the next 2KB (KB equals
1024 bytes) boundary because of the storage-protection feature of the communi-
cation controller. Therefore, up to 2KB of storage can be unused when NCP is
loaded into the controller.

Position : Appears in any sequence between the STARTBH and ENDBH definition
statements.
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REMOVCTL

ENDBH

BHSET

GENEND

Definition Statements for Dynamic Reconfiguration

Usage: For start-stop devices. Use the REMOVCTL definition statement to specify
whether NCP removes the ending control characters from incoming data blocks for
TWX terminals, World Trade Teletypewriter (WTTY) terminals, Western Union Plan
115A Outstations, and 83B3 Selective Calling Stations. REMOVCTL removes char-
acters only from control blocks in which an ending sequence was detected. A
block handler routine must be specified to execute at point 2.

Specify no more than one REMOVCTL definition statement for each block handler.

Position : Appears in any sequence between the STARTBH and ENDBH definition
statements.

Usage: For BSC or start-stop devices. Use the ENDBH definition statement to
specify the end of a block handler. Code one ENDBH definition statement for each
block handler.

Position : Appears at the end of a block handler.

Usage: For BSC or start-stop devices. Use the BHSET definition statement to
specify the name of a set of block handlers, whether the block handler set can be
executed when it is associated with a device by command from the host processor,
and the point at which the block handler set is executed.

Specify one BHSET definition statement for each block handler set needed.

Position : Must follow all block handler definition statements of a block handler set.

Usage: Required. Use the GENEND definition statement to end NCP generation
definition and to specify certain characteristics of any user-written code in NCP.

Position : Last in NCP generation definition unless you code the OPTIONS defi-
nition statement last.

Definition Statements for Dynamic Reconfiguration

ADD

The following definition statements are used only for dynamic reconfiguration. They
do not appear in the NCP generation definition.

Usage: Use the ADD definition statement for dynamic reconfiguration. Specify one
for each physical unit you want to add to an existing link or one for each logical unit
you want to add to a physical unit.

Position : In a separate generation definition, before a PU definition statement or
an LU definition statement. If you specify the name of a link in this ADD definition
statement, ADD precedes a PU definition statement. If you specify a physical unit
in the ADD definition statement, ADD precedes an LU definition statement.
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Definition Statements for Dynamic Reconfiguration

DELETE

Usage: Use the DELETE definition statement for dynamic reconfiguration. Specify
one DELETE definition statement for each physical unit or logical unit you want to
delete from an existing link or physical unit.

Position : In a separate generation definition, before a PU or an LU definition
statement. If you specify the name of a link in this DELETE definition statement,
DELETE precedes a PU definition statement. If you specify a PU in the DELETE
definition statement, DELETE precedes an LU definition statement.
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Chapter 2. Generating an NCP Load Module

Once you have coded a generation definition to define the NCP resources for your
network, you need to process the generation definition to create an NCP load
module to load into your communication controller. The NCP/EP definition facility
(NDF), an SSP program, processes your generation definition to create a set of
NCP object modules. You then link-edit this set of object modules to create an
NCP load module for your controller. This chapter describes keywords that control
various aspects of the NDF generation process. For more information on gener-
ating, link-editing, and loading NCP, refer to NCP, SSP, and EP Generation and
Loading Guide and VTAM Network Implementation Guide.

Note: Your NCP generation definition must be coordinated with your VTAM gener-
ation definition. See “Defining the NCP Environment” on page 2-5 for more infor-
mation.

NDF-Generated Definition File

NDF adds certain definition statements and keywords to your NCP generation defi-
nition during the generation process if the generation definition includes any of the
following resources:

e Automatic line generation using the autoline or autocopy function

* Frame-relay resources

e |SDN resources

* Internet routing support

e NCP/Token-Ring interconnection (NTRI)

¢ Network Routing Facility (NRF)

e User-written generation applications that modify the generation definition
e Enterprise Systems Connection (ESCON) adapters

e 3746 Model 900 Token-Ring adapters

e X.25 packet switching data network (PSDN) connections (supported by NCP
X.25 outboard data link control (ODLC) and the NCP Packet Switching Inter-
face (NPSI)). For information about defining resources in X.25 packet
switching networks, see NCP Version 7 and X.25 NPSI Version 3 Planning and
Installation.

When you define any of these resources, you need to direct NDF to create a new
system generation definition file as part of the generation process. This new file,
called the NEWDEFN file, contains your original generation definition, along with
the definition statements and keywords added by NDF. Use the NEWDEFN file,
rather than your original generation definition, as the VTAMLST input to the VTAM
activation process.

If your NCP generation definition does not include any of these resources, you do
not need to generate a NEWDEFN file.

Code the following definition statement and keywords to create a NEWDEFN file.
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OPTIONS NDNAME
NEWDEFN

NDNAME on the OPTIONS definition statement (VSE only) causes NDF to catalog
the NEWDEFN file automatically. NDNAME specifies the name under which the

NEWDEFN file is to be cataloged.

NEWDEFN specifies whether NDF is to create a NEWDEFN file, and defines
certain characteristics of the NEWDEFN file.

The second suboperand of NEWDEFN (ECHO or PACK) specifies the form of the
NEWDEFN file. If you specify ECHO, the NEWDEFN file matches the input gener-
ation definition as closely as possible, including comments. If you specify PACK,
NDF condenses the NEWDEFN file by removing comments and concatenating the

keywords.

The third suboperand of NEWDEFN (SUPP or NOSUPP) specifies whether NDF is
to add comments to the NEWDEFN file to identify the generation load module that
passed the definition statements and keywords added by NDF. If you specify

SUPP, these comments are suppressed.

Sample System Generation Definition Using the NEWDEFN

Keyword

Figure 2-1 shows how to define a system generation definition that uses the

NEWDEFN keyword.

PCCU CUADDR=020,

MAXDATA=4096,
SUBAREA=1

*

PEPO20  BUILD  MODEL=3745-410,
NETID=NETA,
VERSION=V7R8,
SUBAREA=2,
TYPGEN=PEP,
NEWNAME=PEP3745,
TEST=YES,
USGTIER=5,

OPTIONS NEWDEFN=(YES,PACK) PACK or ECHO can be used

Channel attachment address
Maximum PIU size
Host subarea address

Controller model
Network ID

NCP version

NCP subarea address
PEP

Name of the NCP gen
Control panel testing
Usage tier

Figure 2-1. Example: Defining a New Generation Definition

Figure 2-2 on page 2-3 shows the result when you choose the PACK option for
NEWDEFN in the NCP generation definition. Notice that NDF removed the com-
ments and concatenated the keywords in the NEWDEFN file.
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OPTIONS NEWDEFN=(YES,PACK)
PCCU CUADDR=020,MAXDATA=4096 ,SUBAREA=1
PEPO20  BUILD MODEL=3745-410,NETID=NETA,VERSION=V7R8,SUBAREA=2,TYPGEN=*
PEP,NEWNAME=PEP3745,TEST=YES,USGTIER=5

Figure 2-2. Example: Packed NEWDEFN File

Reusable NEWDEFN File

You can cause NDF to create a reusable NEWDEFN file to define new resources
to NCP or to change the existing configuration of your system. The NEWDEFN file
can be modified and resubmitted to NDF. To make the NEWDEFN file reusable,
code REUSE as the fourth suboperand of the NEWDEFN keyword. If you use the
migration aid function, NDF creates a reusable NEWDEFN file by default. If you
specify NOREUSE, the migration aid function writes NOREUSE to the NEWDEFN
file it generates. When you submit this NEWDEFN file to NDF, NDF does not gen-
erate a reusable NEWDEFN file.

In the reusable NEWDEFN file, NDF encloses the statements it generates inside
IGNORE and NOIGNORE statements. Later, when processing the NEWDEFN file
as the NCP generation definition, NDF ignores the IGNORE and NOIGNORE pair
and everything between them. This way NDF does not create duplicate definitions.

Note: Do not modify the IGNORE or NOIGNORE statements or anything between
them.

Sample Coding to Produce a Reusable NEWDEFN File

Figure 2-3 shows part of a generation definition for defining NTRI resources. The
OPTIONS definition statement in this coding example causes NDF to produce a
reusable NEWDEFN file.

OPTIONS NEWDEFN=(YES,ECHO,NOSUPP,REUSE)
AGATRPG1 GROUP ECLTYPE=PHYSICAL,
AQ4ATR16 LINE ADDRESS=(016,FULL),

AO4TRLGA GROUP ECLTYPE=LOGICAL, Logical connection
AUTOGEN=2,
CALL=INOUT,
MODETAB=AMODETAB,
USSTAB=AUSSTAB,
ANS=CONTINUE,
PHYPORT=NONE Communicate with any port address

GENEND GENEND

Figure 2-3. Example: Defining a Reusable NEWDEFN File
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Figure 2-4 on page 2-4 shows part of the reusable NEWDEFN file generated by
NDF. Notice the REUSE comment block and the statements generated by NDF,
which are enclosed in IGNORE and NOIGNORE pairs.

AO4TRPG1 GROUP ECLTYPE=PHYSICAL,
AO4TR16 LINE ADDRESS=(016,FULL),

AO4TRLGA GROUP ECLTYPE=LOGICAL, Logical connection
AUTOGEN=2,
CALL=INOUT,
MODETAB=AMODETAB,
USSTAB=AUSSTAB,
ANS=CONTINUE,
PHYPORT=NONE, Communicate with any port address
TYPE=NCP,
DIAL=YES,
LNCTL=SDLC,
LEVEL2=ECLNAVL2,
LEVEL3=ECLNAVL3,
LEVEL5=NCP,
XI0=(ECLNAVXL,ECLNAVXS,ECLNAVXI,ECLNAVXK),
USERID=(5668854,ECLVBDT,NORECMS, ,ECLNMVT),
LINEADD=NONE,
LINEAUT=YES,
MAXPU=1,
PUTYPE=2,
XMITDLY=NONE,
RETRIES=(6,0,0)

IGNORE Lines between IGNORE/NOIGNORE
* will be regenerated
khkhhkhkAhhhkhkhhhkhrhhkhhhhhhhhdhhhhhhhdrhhhhdhhdhhhdhhhhhdhhdrhdrhhhhkdhrhdrkhdxd
* Note: The REUSE option on the NEWDEFN keyword was processed in this*
* generation definition. Do not modify the IGNORE-NOIGNORE statements*
* or any of the intervening statements generated by NDF. *
KAAKRAA KA AR A A kAR kA Ak h Ak Ak hdhhhhh bk hhhhkhkhhdhhdhhdhhhhhhhkdrhdrhdhhhkdhrhdxkhdxkx
* GENERATED BY NDF
Joo04001 LINE UACB=X$L1A
* GENERATED BY NDF
J0004002 PU
* GENERATED BY NDF
Joo04003 LINE UACB=X$L2A
* GENERATED BY NDF
J0004004 PU
*
NOIGNORE Lines between IGNORE/NOIGNORE
* will be regenerated

GENEND INIT=ECLINIT,
TMRTICK=ECLTICK,
UGLOBAL=ECLUGBL

Figure 2-4. Example: Reusable NEWDEFN File Created by NDF
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FASTRUN Keyword

It is possible to code a generation definition and test it for syntax errors before
attempting a final run, or to generate a NEWDEFN file without creating a load
module. Code the following definition statement and keyword to implement either
of these NDF functions.

OPTIONS FASTRUN

FASTRUN on the OPTIONS definition statement causes NDF to check for input
errors in the generation definition without creating control blocks. To use the
FASTRUN keyword, be sure your JCL or VM EXEC calls only the NDF program
and not the linkage editor. Code FASTRUN on OPTIONS as the first executable
statement in the generation definition. For more information, see NCP, SSP, and
EP Generation and Loading Guide.

Defining the NCP Environment

You can describe your NCP environment by providing information such as the
name of the network in which NCP resides, the type of controller in which NCP
operates, the type of operating system under which NCP is loaded, and the version
number of your NCP. You might not want to code all the keywords described in
this section; however, if you do not include them with specific values, the default
values are used. For information about the default value of each keyword, consult
the NCP, SSP, and EP Resource Definition Reference.

Code the following definition statement and keywords to provide NDF with informa-
tion about the name of the network your NCP belongs to, the type of controller,
which NCP version is to be generated, and other resource information relevant to
your configuration.

BUILD DUPADDR
GENLEVEL
LENAME
LOADLIB
MINILOAD
NAMTAB
NETID
NEWNAME
PRTGEN
PUNAME
SUBAREA
TYPGEN
TYPSYS
VERSION

DUPADDR on the BUILD definition statement is used to set the message level for
PUs coded with duplicate poll addresses.

GENLEVEL on the BUILD definition statement is a value that NCP and VTAM
insert into their control blocks. For VTAM to activate an NCP that it did not gen-
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erate and load, the NCP date and time of generation field in the DTG control block
must match a similar field in the VTAM control block. The value coded on
GENLEVEL is a character string that matches the fields in the NCP and VTAM
control blocks. When the character string and the control block values match,
VTAM can activate NCP. It is important to read the description of GENLEVEL in
NCP, SSP, and EP Generation and Loading Guide before you code a value on it.

RGENLEVL on the BUILD definition statement specifies that NDF is to replace the
GENLEVEL keyword with the default date and time of the NCP generation. If you
have NDF create a NEWDEFN file (with NEWDEFN=YES on the OPTIONS state-
ment), you can use this keyword to cause the date and time of the current gener-

ation to be placed in that NEWDEFN file.

LENAME specifies the name of the library member that will contain the link-edit
control statements for the generation process. LENAME is valid only when you are
generating NCP under the VSE operating system. If this member does not exist at
the start of the NCP generation process, it is created by the first step in the gener-
ation process and cataloged by the LIBRARIAN used in the link-edit step. You can
include your own link-edit statements in the generation process by placing them in
this member before you start the generation process. When you do this, NDF
appends its own link-edit statements to yours during the earlier steps of the gener-
ation process and executes them all during the link-edit step.

LOADLIB is a VTAM keyword that specifies the ddname of the load library VTAM is
to use to load NCP.

MINILOAD specifies whether NDF will facilitate the generation of a minimum-sized
load module. Generating a minimum-sized NCP load module (not exceeding 1.2
megabytes) is required when you want to store it on a single diskette, which can be
used to load and activate a remote 3745 Communication Controller.

How to Generate a Minimum-Sized Load Module: In addition to coding
MINILOAD=YES, follow these rules to generate a minimum load module:

e Code the following on the BUILD statement:

— HPR=NO (default)

— NPA=NO (default)

— NTUNECOL=NO (default)
— DYNPOOL=(0,0) (default)
— VERSION=

Beginning with NCP V7R8, VERSION=VxRYF is valid only when a
3746 Model 900 CSS link is present in the generation definition.

e Define only one physical LINE statement and one physical PU state-
ment, unless a backup physical line path is absolutely required.

¢ Define the group as a subarea attachment, and include the following
keywords on the GROUP statement:

— NPACOLL=NO
— PUDR=NO

e When a logical line is needed, code only one logical LINE statement
and one logical PU statement per physical line.

¢ Do not define an LU statement.
¢ Do not define a LUDRPOOL statement.
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NAMTAB defines the maximum number of entries in the network names table. One
network names table exists for each NCP. Each entry contains a name and a
count of the number of uses for this name. The names stored in this table are
SSCP names, control point names, and network names received in various session
activation PIUs. The minimum number of entries that should be coded for this
keyword includes:

1.

10.

One for each network in which NCP is defined; one for the native network
defined by the BUILD definition statement; and if NCP is a gateway, one for
each nonnative network defined by the NETWORK definition statements,
including the model network and all copies defined by the COPIES keyword

. One for each type 2.1 physical unit attached to this NCP for which there is a

unigue control point

Note: Even if your type 2.1 physical unit contains only dependent logical units,
you must still reserve a space in the network names table for its control point
name.

. One for each type 2.1 physical unit attached to this NCP that is defined in a

unigue network

Note: Peripheral nodes can be defined in a network other than the native
network of the NCP. An entry in the network names table needs to be
reserved for each unique network other than the NCP native network that con-
tains type 2.1 physical unit nodes. See “Type 2.1 Support Functions” on

page 8-6 for more information on nonnative network attachments.

. One for each type 2.1 physical unit, not in the boundary of this NCP, that has a

unique control point name and has logical units in session with logical units in
any type of physical unit in the boundary of this NCP

. One for each SSCP that has an application in its domain that is in session with

logical units in any type of physical unit in the boundary of this NCP

. One for each network, not defined in this NCP, that has logical units or applica-

tions in session with logical units in any type of physical unit in the boundary of
this NCP

. If you use gateway session accounting for this NCP:

a. One for each SSCP that has applications in session with logical units that
cross the gateway

b. One for each type 2.1 physical unit with a unique control point name that
has logical units in session with other logical units that cross the gateway

c. One for each network that has logical units in session with other logical
units that cross the gateway.

. One for each network, not defined in this NCP, which has logical units in the

boundary of this NCP that are in session with this NCP

. One for each independent logical unit, in the boundary of this NCP, that has a

unigue control point name and will be in session with this NCP

One for each independent logical unit, not in the boundary of this NCP, that
has a unique control point name and will have sessions with logical units in the
boundary of this NCP.

NETID defines the name of the network NCP resides in.
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NEWNAME provides the 7-character name for the NCP load module produced by
the generation procedure. NEWNAME is also the resource name for this NCP
physical unit if you do not code PUNAME on the PU definition statement.

In addition to creating an NCP load module, NDF produces:
e A resource resolution table (RRT)

e A block handler set resolution (BHR) table, if you include block handling rou-
tines

e An internet routing information table (RIT), if you include internet resources.

The RRT and BHR contain information required by the access method. The RIT
contains information used by the IBM TCP/IP NCPROUTE server. The value of
NEWNAME is the basis for the names of the RRT, BHR, and RIT as follows:

e The name of the RRT is the value of NEWNAME followed by R.
¢ The name of the BHR table is the value of NEWNAME followed by B.
e The name of the RIT is the value of NEWNAME followed by P.

For more information, refer to NCP, SSP, and EP Generation and Loading Guide
and NCP and SSP Customization Guide.

PRTGEN specifies whether macro-generated statements are to be printed for the
NCP table assemblies. The default for PRTGEN causes these statements to be
printed.

PUNAME defines the unigue physical unit name. The default for PUNAME is the
name supplied on the NEWNAME keyword.

SUBAREA specifies the subarea address assigned to NCP or PEP. Each active
subarea in a network must have a unique address assigned to it, regardless of the
number of SSCPs in that subarea. The only exceptions are as follows:

¢ A subarea defined in one domain can have the same address as a subarea in
another domain if the two domains never communicate with each another.

e Multiple access methods in a system configuration can have the same address
if only one communicates with the network at a time.

e SUBAREA is not valid for EP standalone.

TYPGEN specifies that NCP is to operate in a channel-attached controller or a link-
attached controller. TYPGEN also determines whether NCP is to include EP func-
tions (PEP). TYPGEN=EP indicates EP standalone. The different types of
controller attachments are illustrated in Figure 2-5 on page 2-9.
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Host Host Host Host

NCP [ NCP | NCP | {[n~cp

NCP
Channel-Attached é Channel-Attached
CP

Controller and Link-Attached
TYPGEN=NCP, or PEP, Controllers
or EP TYPGEN=NCP or PEP

[nep ]

Link-Attached
Controller

TYPGEN=NCP-R

Figure 2-5. NCP in Channel-Attached and Link-Attached Controllers

Network control functions are principally designed for the IBM 3745 Communication
Controller. EP functions are those equivalent to functions performed by the IBM
2701 Data Adapter Unit and the IBM 2702 and 2703 Transmission Control Units.
They are performed only for BSC and start-stop devices and enable these devices
to communicate with non-SNA application programs. NCP performs emulation
functions through the Partitioned Emulation Program (PEP). EP standalone can be
used to perform emulation functions without NCP.

TYPSYS specifies whether you are generating NCP under an MVS, VM, or VSE
operating system. The default for TYPSYS is the operating system used to gen-
erate NCP.

VERSION specifies which NCP version and release is to be generated and whether
NCP is to include support for the 3746 Model 900 connectivity subsystem.!
VERSION is also used to specify the EP standalone release.

Migrating to NCP V7RS: Code TVERSION=V7R8 to generate NCP V7R8
without support for the 3746 Model 900. Code TVERSION=V7RS8F to generate
NCP V7R8 with support for the 3746 Model 900. To include 3746 Model 900
support, you need to obtain a license for the NCP 3746 Model 900 Feature from
IBM.

1 See “NCP V7R2, NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP V7R7, NCP V7R8" on page xxx for a description of the
NCP Feature for 3746 Model 900 support, and see “3746 Model 900 Connectivity Subsystem” on page 3-6 for more information
on the 3746 Model 900.
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Sample Coding to Define the NCP Environment

Figure 2-6 shows how to define NCP V7R8 with 3746 Model 900 connectivity sub-
system support. The NCP is assigned a subarea address of 310 in the local
network (NETA) and supports a maximum of 120 network names.

A3INCP  BUILD LOADLIB=NCPLOAD,
NAMTAB=120,
NETID=NETA, NETA is the native network name
NEWNAME=A31NCP,
SUBAREA=310, Subarea address assigned to NCP
TYPGEN=NCP,
TYPSYS=MVS,
VERSION=V7R8F,

* % kX X % % X

Figure 2-6. Example: Defining the NCP Environment

Dynamically Created Control Blocks

NCP can dynamically increase its control block resources? beyond the number
defined in your generation definition to meet unexpected high demand. When you
enable this function, NCP creates additional resources when needed using buffer
pool storage. For example, if you specify NUMBER=25 on the PUDRPOOL defi-
nition statement, NCP dynamically creates the resources needed for a 26th phys-
ical unit added through dynamic reconfiguration.

Note: Using these dynamically created resources can degrade NCP performance,
so it is recommended that you define all the resources you expect to need in your
generation definition and use this function only to handle unexpected demand.

NCP can dynamically create resources to supplement the resources defined by the
following keywords:

e Logical unit session resources:

— ADDSESS on the BUILD definition statement
— AUXADDR on the BUILD definition statement
— NUMILU on the LUDRPOOL definition statement

¢ Cross-network session resources:

— HSBPOOL on the BUILD definition statement
— NUMADDR on the GWNAU definition statement

e Logical unit resources for dynamic reconfiguration:

— NUMILU on the LUDRPOOL definition statement
— NUMTYP1 on the LUDRPOOL definition statement
— NUMTYP2 on the LUDRPOOL definition statement

e Physical unit resources for dynamic reconfiguration:

— NUMBER on the PUDRPOOL definition statement

2 |n this section, the term control block refers to both control blocks and table entries unless otherwise indicated.

2-10 NCP, SSP, EP Resource Definition Guide



Dynamically Created Control Blocks

e Backup logical unit resources for the extended recovery facility (XRF):
— BACKUP on the BUILD definition statement

* Network names table resources:
— NAMTAB on the BUILD definition statement

e Session accounting resources:

— GWSESAC on the BUILD definition statement
— SESSACC on the BUILD definition statement

* Internet routing resources:
— NUMROUTE on the IPOWNER definition statement
e Frame-Relay IP resources:
— NUMDRIF on the IPOWNER definition statement
For a complete list of the control blocks NCP can create dynamically and the

keywords that define them, refer to NCP and EP Reference.

When NCP dynamically adds the first resource of a particular type, NCP issues a
generic alert to inform you that all the predefined resources of that type have been
exhausted. The alert also tells you which keyword value to increase to define more
of these resources in your generation definition. NCP also issues a generic alert
when a resource of a particular type cannot be dynamically added.

Code the following definition statements and keywords to enable dynamic creation
of NCP resources.

BUILD BFRS
DYNNSC
DYNNSX
DYNPOOL

BFRS on the BUILD definition statement defines the size of the buffers in the NCP
buffer pool. When you specify a nonzero value for DYNPOOL, the minimum buffer
size is 128. For more information about coding the BFRS keyword, see

Chapter 24, “Network Performance” on page 24-1.

DYNNSC specifies the maximum number of NPM session counter control blocks
(NSCs) NCP can create dynamically.

DYNNSX specifies the maximum number of NSC extensions NCP can create
dynamically.

Note: DYNNSC and DYNNSX are valid only when your NCP includes session
accounting or gateway session accounting. See “Session Accounting” on

page 24-15 and “Defining Gateway Session Accounting and Accounting Exit
Routines” on page 14-24 for more information.

DYNPOOL specifies what percentage of the NCP buffer pool can be used for

dynamically created resources. Code DYNPOOL=0 or omit DYNPOOL to disable
this function.
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DYNPOOL also defines the dynamic resource alert threshold. When the amount of
buffer storage used for dynamically created resources exceeds this threshold, NCP
issues a generic alert. You can use this alert to indicate when the buffer storage
available for dynamically created resources is nearly depleted.

Note: To receive this alert, you need to configure the NetView program to display
impending problem alerts.

Automatic Line Generation

Automatic line generation simplifies coding for large networks with similar lines by
copying a line definition structure a specified number of times. The line structure
for BSC and start-stop lines can include CLUSTER, TERMINAL, and COMP defi-
nition statements. The line structure for SDLC lines can include PU and LU defi-
nition statements. The line structure cannot include GROUP, NETWORK, or
GENEND definition statements.

The following sections describe the two methods available for generating line defi-
nitions automatically, the autocopy and autoline functions.

Autocopy Function

2-12

The autocopy function is a method of automatic line generation designed to enable
you to control the resource labels. You can code a LINE definition statement and
its associated resources and specify the number of copies you want to create.
During the generation process, NDF creates the number of copies of this line struc-
ture defined by the AUTOCOPY keyword. If you use AUTOCOPY, code
NEWDEFN to build a new generation definition.

Code the following definition statements and keywords to provide NCP with infor-
mation about how many times to repeat the line structure, the label used on the
first LINE definition statement, and whether the numeric portion of the label to be
incremented is decimal or hexadecimal.

LINE AUTOCOPY
CLUSTER NEXT

PU NEXT

LU NEXT
TERMINAL NEXT
COMP NEXT
ENDAUTO

AUTOCOPY on the LINE definition statement is coded once to define a line that
becomes the prototype for successively generated line definitions. The format of
the label name on the LINE definition statement and the format of the label name
on the AUTOCOPY suboperand must be the same. The label format must contain
a numeric portion that can appear anywhere within the label. Successive LINE
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definition statements use the same label format. For each new copy of the LINE
definition statement, NDF increments the ADDRESS value by one and the numeric
portion of the label by the difference between the numeric portion of the label on
the LINE definition statement and the numeric portion of the AUTOCOPY or NEXT
keyword value. This automatically creates a unique label for each LINE definition
statement generated.

For example, if you code:
LN10A LINE ADDRESS=(10,FULL) ,AUTOCOPY=(10,LN12A),...
the difference between the numeric portion of the label and the numeric portion of

the AUTOCOPY value is 2, so NDF increments the numeric portion of the label of
each successive copy by 2:

LN12A PU ADDRESS=(11,FULL),..

NEXT on the CLUSTER, PU, LU, TERMINAL, and COMP definition statements
defines the format of the label for the first copy of the definition statement and
shows whether the portion of the label to be incremented is decimal or
hexadecimal. The value coded on NEXT establishes the format for the label to be
coded on the successive CLUSTER, PU, LU, TERMINAL, or COMP definition state-
ments.

Be careful not to code labels and AUTOCOPY or NEXT values that generate labels
longer than 8 characters. Also, if the portion of the label to be incremented is in
hexadecimal and appears at the beginning of the label, be careful that no automat-
ically generated label begins with a numeral. For example, if you make six copies
of the following definition statement:

ALU LU NEXT=(BLU,H)...
the label for the last copy is 10LU, which is invalid. See NCP, SSP, and EP
Resource Definition Reference for restrictions on labeling conventions.

Code the ENDAUTO definition statement to terminate the autocopy function.

The autocopy function differs from the autoline function in the following ways:
e You can define Token-Ring peripheral resources.

e You do not need to code the line address value in the labels of the definition
statements to be copied. The AUTOCOPY keyword, unlike AUTOLINE, can be
used to produce resources with user-specified labels.

e The labels created for all the resources on the LINE definition statement
(CLUSTER, PU, LU, TERMINAL, and COMP definition statements) are com-
pletely independent of the LINE definition statement. Each label is generated
separately.

e The numeric portion of the label can be decimal or hexadecimal.

Do not use AUTOCOPY:
e With spare or redefinable lines
* With a service order table
e When you use AUTOLINE on the same line structure

e When the UACB keyword appears on a LINE definition statement (this would
result in the same adapter control block being specified for more than one line,
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which is not permitted; if you omit the UACB keyword, NDF automatically gen-
erates a unique adapter control block for each line)

When you specify a physical channel position rather than the logical address
(the autocopy function can be used with channels if a logical address is speci-

fied)
e With Ethernet-type LAN resources
e With Token-Ring subarea lines
e With NTRI frame handler logical lines
e With frame-relay physical lines
e With ISDN physical lines
e With NRF lines
e When you specify NCST on the GROUP definition statement.

Note: During automatic line generation for the autocopy function, NDF might use
the storage manager work data set (DBWORKFL for MVS and VM); therefore, you
might need to increase the size of the DBWORKFL data set to enable it to hold this

large file. Refer to NCP, SSP, and EP Generation and Loading Guide for more
information about the size of this data set.

Sample Coding for the Autocopy Function
If you code the AUTOCOPY keyword in the generation definition shown in

Figure 2-7, NDF generates the NEWDEFN file shown in Figure 2-8 on page 2-15.

AG4LOOO LINE ADDRESS=(000,FULL),AUTOCOPY=(2,A04L001),
APOOO1  PU ADDR=C1,NEXT=APOO11, * T2.0 DLU *

ATOOO1A LU LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATO011A
ATO001B LU LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=ATO003B
AT0001C LU LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT1001C
APOOO2  PU ADDR=C2,NEXT=AP0042, * T2.0 DLU *

ATOO02A LU LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=AT0012A

ATO002B LU LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0004B

AT0002C LU LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT0222C
ENDAUTO

Figure 2-7. Example: Defining the Autocopy Function
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A04LO0O

AP00O1

ATOOO1A
AT0001B
ATO001C
AP00O2

ATO002A
AT0002B
AT0002C

*

A04L001

AP0OO11

ATOO11A
ATO003B
AT1001C
AP0042

ATOO12A
ATO004B
AT0222C
A04L002
AP0OO21

ATOOZ21A
AT0005B
AT2001C
AP0O082

ATOO22A
AT0006B
AT0442C

LINE

ADDRESS=(000,FULL) ,AUTOCOPY=(2,A04L001,DONE),

PU  ADDR=C1,NEXT=APOO11, * T2.0 DLU =

LU  LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATOO11A
LU  LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0003B
LU LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT1001C
PU  ADDR=C2,NEXT=AP0042, * T2.0 DLU

LU  LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATO012A
LU  LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0004B
LU LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT0222C
ENDAUTO

LINE ADDRESS=(1,FULL),AUTOCOPY=(2,A04L001,DONE),

PU  ADDR=C1,NEXT=APOO11, * T2.0 DLU =

LU  LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATOO11A
LU  LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0003B
LU  LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT1001C
PU  ADDR=C2,NEXT=AP0042, * T2.0 DLU =

LU LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATOO12A
LU  LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0004B
LU  LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT0222C
LINE ADDRESS=(2,FULL),AUTOCOPY=(2,A04L001,DONE),

PU  ADDR=C1,NEXT=APOO11, * T2.0 DLU =

LU  LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATOO11A
LU  LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT0003B
LU  LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT1001C
PU  ADDR=C2,NEXT=AP0042, * T2.0 DLU =

LU LOCADDR=1,PACING=7,ISTATUS=INACTIVE,NEXT=ATOO12A
LU  LOCADDR=2,PACING=7,ISTATUS=INACTIVE,NEXT=AT0004B
LU  LOCADDR=3,PACING=7,ISTATUS=INACTIVE,NEXT=AT0222C

Figure 2-8. Example: NEWDEFN File Created by the Autocopy Function
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Autoline Function

The autoline function is similar to the autocopy function described in “Autocopy
Function” on page 2-12. The autoline function is an alternative method of auto-
matic line generation. With the autoline function, you specify the beginning line
address and the range of line addresses in the generation definition. NDF repeats
the line structure for the specified range and automatically increments each line
address. If you use automatic line generation, code NEWDEFN to build a new
generation definition.

Note: GROUP, NETWORK, and GENEND definition statements cannot be
included in the statements to be replicated.

Code the following definition statements and keywords to provide NCP with infor-
mation about how to generate successively incremented line addresses in the
system generation definition.

LINE ADDRESS
AUTOLINE

ENDAUTO

ADDRESS on the LINE definition statement specifies the beginning address for
automatically generated lines.

AUTOLINE specifies the end of the address range of the automatically generated
lines.

ENDAUTO is the end delimiter for the statements to be replicated.

Do not code AUTOLINE:
e With spare or redefinable lines
e When you specify channel positions for PEP
e With a multipoint line

e When you code ADDRESS=NONE or when you specify AUTO or ID on the
LINE definition statement

e With a service order table
e With Ethernet-type LAN resources
e When you code ECLTYPE on the GROUP definition statement
e When you code FRELAY on the GROUP definition statement
e When you code NCST on the GROUP definition statement
¢ When you code ISDN on the GROUP definition statement
¢ When you define ESCON or 3746 Model 900 Token-Ring adapters.
When you use the autoline function, the numeric line address must be part of the

labels of the LINE, CLUSTER, TERMINAL, PU, and LU definition statements. NDF
uses this label naming convention to create a unique label for each statement.
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You can embed the numeric line address anywhere within the label so that the gen-
erated labels are compatible with existing naming conventions. If the address
appears more than once in a label, only the first occurrence of the address is used
or modified. Be careful that the automatic labeling convention does not create
labels longer than 8 characters. See NCP, SSP, and EP Resource Definition Ref-
erence for restrictions on labeling conventions.

Sample Coding for the Autoline Function
If you code the example in Figure 2-9, NDF generates the sample NEWDEFN file
in Figure 2-10.

OPTIONS NEWDEFN=(YES,ECHO)

LN32A LINE ADDRESS=32,AUTOLINE=40,KEY1=VALI,

KEY2=VAL2 This is a comment that will
PU32A1 PU KEY1=VAL1,KEY2=VAL2 also be replicated
LU32A1A LU KEY1=VAL1,KEY2=VAL2
LU32A1B LU KEY1=VAL1,KEY2=VAL2
LU32A2 PU KEY1=VAL1,KEY2=VAL2
LU32A2A LU KEY1=VAL1,KEY2=VAL2
LU32A2B LU KEY1=VAL1,KEY2=VAL2
LU32A2C LU KEY1=VAL1,KEY2=VAL2

ENDAUTO

Figure 2-9. Example: Defining the Autoline Function
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LN32A LINE ADDRESS=32,AUTOLINE=(40,DONE),KEY1=VAL1,

KEY2=VAL2 This is a comment that will

PU32A1 PU KEY1=VAL1,KEY2=VAL2 also be replicated

LU32A1A LU KEY1=VAL1,KEY2=VAL2

LU32A1B LU KEY1=VAL1,KEY2=VAL2

LU32A2 PU KEY1=VAL1,KEY2=VAL2

LU32A2A LU KEY1=VAL1,KEY2=VAL2

LU32A2B LU KEY1=VAL1,KEY2=VAL2

LU32A2C LU KEY1=VAL1,KEY2=VAL2

LN33A LINE ADDRESS=33,AUTOLINE=(40,DONE) ,KEY1=VAL1,
KEY2=VAL2 This is a comment that will

PU33A1 PU KEY1=VAL1,KEY2=VAL2 also be replicated

LU33AIA LU KEY1=VAL1,KEY2=VAL2

LU33A1B LU KEY1=VAL1,KEY2=VAL2

LU33A2 PU KEY1=VAL1,KEY2=VAL2

LU33A2A LU KEY1=VAL1,KEY2=VAL2

LU33A2B LU KEY1=VAL1,KEY2=VAL2

LU33A2C LU KEY1=VAL1,KEY2=VAL2

LN40A LINE ADDRESS=40,AUTOLINE=(40,DONE) ,KEY1=VAL1,

KEY2=VAL2 This is a comment that will
PU40AL PU KEY1=VAL1,KEY2=VAL2 also be replicated
LU40AIA LU KEY1=VAL1,KEY2=VAL2
LU40A1B LU KEY1=VAL1,KEY2=VAL2
LU40A2  PU KEY1=VAL1,KEY2=VAL2
LU40A2A LU KEY1=VAL1,KEY2=VAL2
LU40A2B LU KEY1=VAL1,KEY2=VAL2
LU40A2C LU KEY1=VAL1,KEY2=VAL2

ENDAUTO

Figure 2-10. Example: NEWDEFN File Created by the Autoline Function

Migration Aid Function

2-18

The migration aid is a function of NDF that automates much of the NCP migration
task. The migration aid function helps you migrate a generation definition to a dif-
ferent NCP version (the target version) or communication controller model (the
target model).

The migration aid function uses an NCP generation definition for an IBM 3705,
3720, 3725, or 3745 Communication Controller as input. The migration aid function
converts the generation definition to define NCP V7R8 for an IBM 3745 Communi-
cation Controller and writes it to a NEWDEFN file.

The migration aid can also be used to migrate an EP standalone generation defi-
nition to an EP R14 standalone gen.

You can invoke the migration aid function either by coding TMODEL, TUSGTIER,
and TVERSION on the OPTIONS definition statement or by coding the equivalent
parameters on the NDF statement in the JCL or VM EXEC for your NDF generation
job. See NCP V7R8 Migration Guide for a detailed description of the migration aid
function and for more information on the NDF procedure.
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Code the following definition statement and keywords to provide NCP with informa-
tion about the communication controller model number, the usage tier, and the
version of NCP.

OPTIONS DPU
NERLIM
SAVEADDR
TMODEL
TUSGTIER
TVERSION

DPU on the OPTIONS definition statement specifies whether NDF accepts the
default values of keywords that define the dynamic path update function, thereby
adding the function to NCP. When you permit dynamic path update keywords to
default, it can cause a significant amount of storage to be allocated for dynamic
path update even if you do not use the function. Code DPU=NO to suppress the
dynamic path update function.

NERLIM specifies a value for the ERLIMIT keyword to be added to each
NETWORK definition statement on which ERLIMIT is not specified.

SAVEADDR specifies whether hardware-specific addresses in the input generation
definition are to be preserved. Code SAVEADDR=YES to carry forward the values
specified for the ADDRESS, AUTO, DUALCOM, DYNADMP, HICHAN, and
LOCHAN keywords on the BUILD or LINE definition statement in the generation
definition. Code SAVEADDR=NO if your configuration does not use the same
addresses.

TMODEL specifies the controller model number.

TUSGTIER sets the usage tier for your controller. Your system engineer can deter-
mine the usage tier value from the IBM HONE Configurator hardware configuration
output report (CF37xx Report).

TVERSION specifies which NCP version and release you are migrating to and
whether the new NCP is to include support for the 3746 Model 900 connectivity
subsystem.® TVERSION also specifies the EP release you are migrating to for EP
standalone.

| Migrating to NCP V7R8: Code VERSION=V7R8 to migrate to NCP V7R8 without

| support for the 3746 Model 900. Code VERSION=V7R8F to migrate to NCP V7R8

| with support for the 3746 Model 900. To include 3746 Model 900 support, you
need to obtain a license for the NCP 3746 Model 900 Feature from IBM.

Migrating to EP R14 standalone: Code TVERSION=V1R14.

| 3 See “NCP V7R2, NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP V7R7, NCP V7R8” on page xxx for a description of the
NCP Feature for 3746 Model 900 support, and see “3746 Model 900 Connectivity Subsystem” on page 3-6 for more information
on the 3746 Model 900.
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Chapter 3. Defining Your Communication Controller

NCP runs in the IBM 3745 Communication Controller. The IBM 3745 is a program-
mable, modular communication controller that offers a high degree of flexibility in
network configuration. It can be channel-attached to one or more hosts, or link-
attached through another IBM communication controller. It runs in a partitioned
emulation program (PEP) or EP standalone (EPSA) environment to support
non-SNA requirements. PEP enables NCP and the Emulation Program (EP) to
coexist in an IBM 3745 Communication Controller. EPSA runs EP independent of
NCP, with no access to NCP resources. For information about the definition state-
ments for EPSA, see Chapter 21.

In this book, information about the IBM 3745 Communication Controller applies to
all 3745 models unless the text specifically notes a difference. Before you attempt
to define your IBM 3745 Communication Controller model, you should be aware of
the following special features:

e The IBM 3745-410, 3745-41A, 3745-610, and 3745-61A models have two
CCuUs, each capable of running a separate NCP load module.

e The IBM 3745-17A, 3745-21A, 3745-31A, 3745-41A, and 3745-61A models
have the following features:

— They support the optional 3746 Model 900 connectivity subsystem, which
performs NCP data link control functions for SDLC, Token-Ring, frame-
relay, ISDN, and ESCON connections.

— They always have a Personal System/2 (PS/2) workstation with the mainte-
nance and operator subsystem extended (MOSS-E) as the service
processor.

e The IBM 3745-31A and 3745-61A can be configured with 16 megabytes (MB)
of CCU memory (if the proper storage control card is installed).

This chapter describes how to define the communication controller in which your
NCP resides. See NCP, SSP, and EP Resource Definition Reference for more
information about the generation of NCP load modules.

Defining an IBM 3745 Communication Controller

Code the following definition statement and keywords to provide NCP with informa-
tion about the amount of controller storage, the model you are using, and the
appropriate usage tier.

BUILD CSSTIER
MEMSIZE
MODEL
USGTIER
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CSSTIER specifies the usage tier for 3746 Model 900 connectivity subsystem
support.t The usage tier determines how many connectivity subsystem adapters
you can attach to the 3746 Model 900. To determine which CSS tier you can
specify, refer to the information from the appropriate Configurator Aid, CFPROGS,
CF3745, or CSFW.

MEMSIZE on the BUILD definition statement specifies how much controller storage
NCP or EP can use for the load module, control blocks, and data buffers. It is
recommended that you omit MEMSIZE; this enables NCP to use all the storage in
your controller. If you code MEMSIZE, be sure to determine how much storage
your NCP requires.

MODEL identifies the communication controller model in which your NCP resides.

USGTIER specifies the usage tier for your NCP. The usage tier determines how
many scanners, channel adapters, Token-Ring adapters, and Ethernet-type sub-
system (ESS) adapters you can attach to your controller. To determine which
usage tier you can specify, refer to the information from the appropriate
Configurator Aid, CFPROGS, CF3745, or CSFW.

For the IBM 3745-410, 3745-41A, 3745-610, or 3745-61A controllers, USGTIER
also indicates whether the controller will operate in the single, twin-in-dual, twin-in-
standby, or twin-in-backup hardware configuration. Twin-in-standby and twin-in-
backup modes support the fallback function.

Sample Definition of a Communication Controller
Figure 3-1 shows you how to define an IBM 3745 Communication Controller and
the attached channel adapter.

A3INCP  BUILD MODEL=3745,
USGTIER=5,

A31CAG1 GROUP CA=TYPE7, Identify type 7 channel adapter

Figure 3-1. Example: Defining a Communication Controller

Fallback and Switchback

The IBM 3745-410, 3745-41A, 3745-610, and 3745-61A Communication Controllers
provide a twin-CCU configuration. This configuration operates in one of the fol-
lowing three modes:

e Twin-in-dual
e Twin-in-standby
¢ Twin-in-backup.

1 See “NCP V7R2, NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP V7R7, NCP V7R8" on page xxx for a description of the
NCP Feature for 3746 Model 900 support, and see “3746 Model 900 Connectivity Subsystem” on page 3-6 for more information
on the 3746 Model 900.
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In twin-in-dual mode, two NCPs are running independently; each NCP runs in a
CCU with permanently attached buses in the controller. In twin-in-standby mode,
two identical NCPs are present in the controller; one is in the active CCU and the
other is in the standby CCU. All of the buses are attached to the active CCU. In
twin-in-backup mode, two NCPs are running independently in the two CCUs, and
each can act as backup for the other. There are two buses for each CCU.

Figure 3-2, Figure 3-3, and Figure 3-4 show the bus switching capabilities of each
mode of an IBM 3745-410, 3745-41A, 3745-610, or 3745-61A Communication Con-
troller. Figure 3-2 illustrates a configuration operating in twin-in-dual mode where
no switching is permitted.

CCul
bus 1 bus R line adapters
NCP1 [T
active bus 2 bus S channel adapters
Ccu2
bus 1 bus T channel adapters
NCP2 K [
active bus 2 bus U line adapters
switch

Figure 3-2. IBM 3745-410, 3745-41A, 3745-610, or 3745-61A in Twin-in-Dual Mode

IBM 3745-410, 3745-41A, 3745-610, and 3745-61A Communication Controllers in
twin-in-dual CCU mode do not preserve communication flow if a CCU fails.
Through a function called fallback, however, an IBM 3745-410, 3745-41A,
3745-610, or 3745-61A in twin-in-standby or twin-in-backup mode can recover the
path of communication flow if one of the CCUs fails. Fallback is the process by
which an IBM 3745-410, 3745-41A, 3745-610, or 3745-61A switches buses from
the failing CCU to the fallback CCU. In both modes, MOSS first notices that an
active CCU failed and then begins fallback.

For additional information, review IBM 3745 Communication Controller Introduction
to familiarize yourself with an IBM 3745-410, 3745-41A, 3745-610, or 3745-61A
configuration. See “3746 Model 900 Connectivity Subsystem” on page 3-6 for
information about fallback and switchback that relates to 3746 Model 900
connectivity subsystem resources.

Fallback for NCP

When the IBM 3745-410, 3745-41A, 3745-610, or 3745-61A is configured in twin-in-
standby mode, one NCP is in the active CCU and the other NCP is in the standby
CCU. Figure 3-3 on page 3-4 shows that the NCP in the active CCU controls all
the line and channel adapters. In twin-in-standby mode, the fallback function
switches all line and channel adapter buses from the failing NCP on CCUL1 to the
NCP on CCU2. Because the adapters are never connected to both CCUs at the
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same time, you can load the same NCP load module into CCU1 and CCU2. In this
situation, you need only one generation definition.

CCuU1 CCul
bus 1 bus R line adapters ‘ bus R line adapters
NCP1 YT ‘ NCP1 Tt
active bus2 | | bus S channel adapters : failing w | _bus S channel adapters
ccuz b i ccu2 L
f ‘ bus T channel adapters ‘ bus 1 : : bus T channel adapters
NCP2 | T - ! NCP2 r=--- 0o
idle i | bus U line adapters ‘ active bus2 | t | bus U line adapters
switch ‘ switch

Figure 3-3. IBM 3745-410, 3745-41A, 3745-610, or 3745-61A in Twin-in-Standby Mode

When configured in twin-in-backup mode, each NCP can be active and control part
of the network (Figure 3-4). If CCU1 fails in twin-in-backup mode, the adapters on
buses connected to CCU1 switch to the already operating CCU2 running NCP 2.

CCuUl i CCuUl
bus 1 bus R line adapters ‘ bus R line adapters
NCP1 T [T i NCP1 ;oo
active bus 2 bus S channel adapters ‘ failing 1 bus S channel adapters
ccuz i ccuz L
bus 1 bus T channel adapters ‘ bus 1 ‘ : bus T channel adapters
NCP2 [ ' NCP2
active bus2 | bus U line adapters ‘ acive  fpus2 | 1 | bus U line adapters
switch 1 switch

Figure 3-4. IBM 3745-410, 3745-41A, 3745-610, or 3745-61A in Twin-in-Backup Mode

Because both NCPs are active, two generation definitions, two load modules, and
two subareas are present. Carefully coordinate the definition statements and
keywords coded in the two generation definitions to allow for fallback in twin-in-
backup mode. For example, on the line adapter that you want to be able to switch
to in case of CCU failure using twin-in-backup mode:

» Define the lines attached to that adapter in the generation definition for both
NCPs.
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» Give the lines and their associated physical units different names in each NCP
generation definition.

» Give the associated logical units the same name in each NCP generation defi-
nition.

» Define the channel adapter that you want to be able to switch to the backup
NCP only if the host attached to that channel adapter is not already defined
and attached to the backup NCP.

If there is no other channel adapter that the host can use to communicate with the
backup NCP and you do not define one for the backup NCP, at fallback the host
will not be able to reactivate its sessions with the switched resources. Sessions
originally held by the backup NCP should not be affected by a fallback operation.

Fallback for EP (PEP only)

Switchback

The fallback capability on the IBM 3745-410, 3745-41A, 3745-610, or 3745-61A
Communication Controller changes the way you define resources for EP. If you
defined resources for other controller models and they were not present, the load
module would fail. To use fallback, you must define backup resources so that the
necessary control blocks will be resident in case of a fallback. However, the control
blocks for backup resources are initialized only when a fallback actually occurs.

The corresponding control blocks in the NCP in the active CCU, which actually
owns the resources, are initialized when the NCP is loaded. Only adapters that are
installed, attached, and operative are initialized during the load process.

All EP resources defined for fallback must be complementary. For example, lines
defined on a fallback channel adapter must be for a fallback line adapter, and lines
defined on an owned channel adapter must be for an owned line adapter. This is
necessary because each EP line is associated with a specific emulator subchannel,
and both must be available to provide a valid configuration. All MSLA subchannels
defined for a line must reside in the same NCP as that line.

Predefined resources must also be complementary, if, for example, you define
emulation mode subchannels or lines because you are planning later installation of
a new channel line adapter. The channel adapter must reside on the same CCU
as the line adapter. The definitions cannot be split across CCU boundaries.

When the failed CCU in an IBM 3745-410, 3745-41A, 3745-610, or 3745-61A in
twin-in-backup mode is repaired, or the NCP is re-IPLed, you can switch those
buses originally operated by the failed CCU from the backup CCU. This process is
called switchback. In Figure 3-4 on page 3-4, for example, you can switch buses
R and S back to the NCP running on CCU1. Follow these steps, which work for all
circumstances, to initiate switchback:

1. Deactivate all the lines on line adapter bus R connected to CCU2.

2. Issue a channel discontact to all the channel adapters on bus S attached to
Ccu2.

3. Request switchback from the maintenance or customer menu of the MOSS
console.

4. Reactivate all the NCP1-owned resources on CCU1 when switchback is com-
plete.
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Notes:

1. You can skip steps 1 and 2 when you request a switchback-forced from the
maintenance or customer menu on the MOSS console. All active lines and
channels will be automatically deactivated.

2. You do not need to deactivate 3746 Model 900 resources on CCU?2 for a
switchback if they will not be activated on CCUL1.

Fallback and Switchback for IBM Special Products or User-Written

Code

When switchback is requested, NCP checks lines with NCP-compatible control
blocks, and verifies that resources on NCP lines and those lines belonging to IBM
special products or user-written code are not active. Lines that do not have
NCP-compatible control blocks are not checked. Refer to NCP, SSP, and EP
Resource Definition Reference for complete coding details.

Code the following definition statement and keywords to provide NCP with informa-
tion about control blocks used by IBM special products or user-written code.

GROUP COMPOWN
COMPTAD

COMPOWN on the GROUP definition statement causes NCP to verify that adapter
control blocks for the lines in this group either have been freed by any SSCP
owners or must be deactivated when switchback occurs.

COMPTAD determines whether the control block structure of a line group belonging
to IBM special products or user-written code is compatible with NCP control block

structure for initialization, updating of the configuration data set, and bus switching.
See NCP and SSP Customization Guide for further information on these keywords.

3746 Model 900 Connectivity Subsystem

The 3746 Model 900 connectivity subsystem (CSS) is attached to the IBM 3745 to
support connections to the following resources:?

* Enterprise Systems Connection (ESCON) links (See “Defining ESCON Links”
on page 4-9.)

e 3746 Model 900 SDLC links (See Chapter 5.)

e 3746 Model 900 frame-relay links (See “3746 Model 900 Frame Relay” on
page 16-72.)

e 3746 Model 900 Token-Ring links (See Chapter 6.)

e 3746 Model 900 X.25 links (See NCP Version 7 and X.25 NPSI Version 3
Planning and Installation.)

e 3746 Model 900 ISDN links (See Chapter 7.)

2 To use the 3746 Model 900, you need to obtain a license for the NCP 3746 Model 900 Feature from IBM. See “NCP V7R2,
NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP V7R7, NCP V7R8" on page xxx for more information on the NCP
3746 Model 900 Feature.
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The following sections describe special considerations for 3746 Model 900
resources that are supported by an IBM 3745-41A or 3745-61A operating in twin-in-
dual or twin-in-backup mode.

Shared 3746 Model 900 Resources between Two NCPs

When an IBM 3745-41A or 3745-61A operates in twin-in-dual or twin-in-backup
mode, two NCPs may attempt to activate the same 3746 Model 900 ESCON,
SDLC, Token-Ring, frame-relay, ISDN, or X.25 resources shared by the two NCPs.
However, depending on the resource type and the circumstances, only one NCP
may be allowed to activate a 3746 Model 900 resource at a time. The following
sections describe shared 3746 Model 900 resources and contention for shared
resources.

Shared ESCON Resources

ESCON physical and logical lines can be simultaneously activated by both NCPs in
a twin-in-dual or twin-in-backup configuration; however, only one NCP can activate
the logical link station. For example, in Figure 3-6 on page 3-9, each NCP can
activate the same ESCON physical line (address 2240) and subsequently activate
the associated ESCON logical line (host link 1). Contention occurs when both
NCPs attempt to activate the logical link station with the device unit address of
X'01' on that logical line.

Shared 3746 Model 900 SDLC, Token-Ring, Frame-Relay, ISDN,
and X.25 Resources

3746 Model 900 SDLC, Token-Ring, frame-relay, ISDN, and X.25 lines cannot be
simultaneously activated by both NCPs in a twin-in-dual or twin-in-backup config-
uration. When one NCP operating in twin-in-dual or twin-in-backup mode activates
one of these lines, the other NCP cannot activate the same line until it is released
by the first NCP.

Note: Two NCPs in a twin-in-dual or twin-in-backup configuration can activate
separate physical lines attached to the same 3746 Model 900 communication line
adapter or 3746 Model 900 Token-Ring adapter.

Shared 3746 Model 900 Resources between an NCP and
3746 Model 900

Logical resources activated by an NCP and logical resources activated by an

3746 Model 900 NN or IP control point can share the bandwidth of an ESCON,
Token-Ring, frame-relay, or X.25 physical line when you specify the same line
address in the NCP and the 3746 Model 900 definitions. Resources associated
with an NCP and 3746 Model 900 can share an ESCON logical line when the NCP
and 3746 Model 900 definitions specify the same ESCON subchannel number. An
NCP and a 3746 Model 900 definition can also specify the same frame-relay DLCI.
DLCIs can be shared only for peripheral traffic.

Note: Only a nonswitched physical line can be shared by an NCP and a
3746 Model 900.

When sharing the bandwidth of a physical line, you need to ensure that the line
parameters, such as the speed of a frame-relay line, are equivalent in both the
NCP and 3746 Model 900 definitions. If certain parameters do not match, an alert
is forwarded to Netview, generally parameters from the first activation take
precedent, and in some cases, link activation fails.
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Fallback and Switchback for 3746 Model 900 Resources

3-8

Because both NCPs operating in twin-in-backup mode have shared access to
3746 Model 900 resources, use the following guidelines to define and operate
these resources:

e It is not necessary to switch a 3746 Model 900 resource back to the original
NCP when performing switchback to a failed NCP that has been re-IPLed.

e When you define 3746 Model 900 resources for NCPs operating in twin-in-
backup mode, only one NCP can use the SSCP monitor mode function (SMMF)
to activate the physical line.

Note: If SMMF attempts to activate a resource that cannot be concurrently acti-
vated by both NCPs, an activation failure indication results when the restored NCP
is activated.

See the descriptions of MONLINK on the LINE definition statement and XMONLNK
on the PU definition statement in “ESCON Logical Lines” on page 4-14 and See
“SSCP Monitor Mode Function” on page 5-12 for more information about how to
use SMMF.

Sample Definition of Fallback and Switchback for

3746 Model 900 Resources

Figure 3-5 shows an IBM Communication Controller with 3746 Model 900 attach-
ments to two hosts. Two NCPs operate in twin-in-backup mode to support the
fallback and switchback functions.

VTAM1 VTAM2

Host Link 1 Host Link 2

— ADDRESS=2240
NCP1||NCP2

Figure 3-5. IBM Communication Controller in Twin-in-Backup Mode with 3746 Model 900
Resources
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Figure 3-6 shows how to define the NCPs with 3746 Model 900 resources shown
in Figure 3-5 on page 3-8. The NCPs are defined to support fallback and
switchback.

*%%%  NCP1 DEFINITIONS  *%*x

PCCU1 PCCU BACKUP=YES,
OWNER=VTAM1
pCCU2 PCCU BACKUP=YES,
OWNER=VTAM2
PCCUX PCCU BACKUP=YES,
OWNER=VTAMX

*%% ESCA PHYSICAL RESOURCE #**x

APHYSGR  GROUP LNCTL=CA

APLINE1 LINE ADDRESS=2240,
XMONLNK=YES,
OWNER=VTAMI1,
ISTATUS=ACTIVE
APPU1 PU PUTYPE=1

*%% ESCA LOGICAL RESOURCES #*=

ALOGGRP1 GROUP LNCTL=CA,
PHYSRSC=APPU1

*%%% ESCA LOGICAL LINE 1 *%*x
ALLINE1l LINE HOSTLINK=1,
MONLINK=YES,
OWNER=VTAMI1,
ISTATUS=ACTIVE
PUTYPE=5,
ADDR=01

ALL1PU1 PU

*%%% ESCA LOGICAL LINE 2 *%*x

ALLINE2 LINE HOSTLINK=2,
MONLINK=NO,
OWNER=VTAMX,
ISTATUS=INACTIVE
PUTYPE=5,
ADDR=02

ALL2PU1 PU

*x%x%%  NCP2 DEFINITIONS  #%%x

PCCUL PCCU

PCCU2 PCCU

PCCUX PCCU

BACKUP=YES,
OWNER=VTAM1

BACKUP=YES,
OWNER=VTAM2

BACKUP=YES,
OWNER=VTAMX

*x%% ESCA PHYSICAL RESOURCE #**x

BPHYSGR  GROUP LNCTL=CA

BPLINE1 LINE

BPPU1 PU

ADDRESS=2240,
XMONLNK=YES,
OWNER=VTAMZ,
ISTATUS=ACTIVE
PUTYPE=1

*x%* ESCA LOGICAL RESOURCES *x=

BLOGGRP1 GROUP LNCTL=CA,

PHYSRSC=BPPU1

*x%%% ESCA LOGICAL LINE 1 *%%x

BLLINEL LINE

BLL1PUI PU

HOSTLINK=1,
MONLINK=NO,
OWNER=VTAMX,
ISTATUS=INACTIVE
PUTYPE=5,
ADDR=01

**%% ESCA LOGICAL LINE 2 *%*x

BLLINEZ LINE

BLL2PU1 PU

HOSTLINK=2,
MONLINK=YES,
OWNER=VTAMZ2,
ISTATUS=ACTIVE
PUTYPE=5,
ADDR=02

Figure 3-6. Example: Defining Fallback and Switchback for 3746 Model 900 Resources

Usage Tiers

Chapter 3. Defining Your Communication Controller

When you use usage tiers, you have more flexibility in selecting the optimal NCP.
For the IBM 3745 Communication Controller, each usage tier defines the number of
TRAS, ESS adapters, HPTSS and TSS line adapters, and channel adapters
attached to your controllers. For the 3746 Model 900 connectivity subsystem,
usage tiers define the maximum number of Token-Ring, ESCON, and communi-
cation line adapters that can be attached to the 3746 Model 900.
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Usage Tiers for the IBM 3745 Communication Controller

Table 3-1 shows the total number of adapters you can specify for each IBM 3745
usage tier. It also shows the maximum number of HPTSS line adapters you can
specify for any one usage tier. This number should be considered a part of the
total number of line adapters specified. For example, at usage tier 4 with no
Token-Ring adapters, you can specify that 8 of the 24 line adapters are high speed.

The following abbreviations are used in this table and elsewhere in this book:

ESS Ethernet-type subsystem, that is, Ethernet adapter
HPTSS  high-speed scanner
TRA Token-Ring adapter
TSS low-speed scanner

Table 3-1. Usage Tier Definition

Total HPTSS
Usage TRA and ESS HPTSS and TSS Channel
Tier Adapters Adapters Adapters Adapters
1 1 1 1 2
0 0 0 4
2 1 2 2 2
0 0 0 6
25 0 6 6 4
lor2 2 2 4
0 0 0 8
3 0 8 8 8
1to4 4 4 8
0 0 0 16
4 0 81 24 16
lto4 41 20 16
5to 82 41 16 16
5 0 81 32 16
lto4 41 28 16
5 to 82 41 24 16

1 Hardware restrictions limit the number of high-speed adapters on the IBM 3745.

2 Hardware restrictions limit the number of adapters on the IBM 3745-210 and 3745-410
to 4 TRA adapters (positions 1,2,5,6) and 8 ESS adapters (positions 1-8).

The usage tier implementation:

* Provides consistent implementation for all models of the IBM 3745 Communi-
cation Controller

e Provides unique error codes for usage tier problems
e Requires that the usage tier be specified in the generation definition

e Provides NCP flexibility in determining the set of supported line adapters.
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Usage Tiers

NDF verifies that the specified usage tier supports the number of channel adapters,
the number of Token-Ring line adapters, and the number of Ethernet line adapters
required by your NCP definition.

Usage Tier Generic Alerts

When an SSCP-PU session is started for an NCP for which the usage tier limit has
been exceeded, NCP sends a generic alert to all current owners of the NCP. Any
other owners will also receive a generic alert as long as the usage tier remains
exceeded.

For information on the format of usage tier generic alerts, refer to NCP and EP
Reference Summary and Data Areas, Volume 1.

Other Considerations
The following considerations also apply to usage tiers:

* The Token-Ring variation of usage tiers 2.5 to 5 applies only when Token-Ring
physical lines are defined by the NCP generation process.

* No specific usage tier is required to use any single channel adapter or line
adapter position.

e Usage tier 1 does not support the IBM 3745 in any mode other than single or
twin-in-standby.

* Usage tier supports half the number of channel and line adapters shown in
Table 3-1 on page 3-10 on each CCU for an IBM 3745 in twin-in-dual or twin-
in-backup mode. NDF can validate these configurations for channel adapters,
Token-Ring adapters, and Ethernet adapters.

e |f a usage tier exception occurs for a line adapter, you can use the NCP usage
tier control block (UTS) to determine which line adapters usage tier supports.
Refer to NCP and EP Reference Summary and Data Areas, Volume 1, for the
control block layout and location.

Usage Tiers for the 3746 Model 900

Table 3-2 shows the total number of adapters you can specify for 3746 Model 900
usage tiers. Tiers do not include Token-Ring processors to which couplers or the
service processor are attached.

Table 3-2. Usage Tiers for the 3746 Model 900

Usage Tier Maximum Number of Adapters
A Any combination of up to 5 Token-Ring, ESCON, or communication line
adapters
B Any combination of 6 or more Token-Ring, ESCON, or communication

line adapters

ct Any combination of 6 or more Token-Ring, ESCON, or communication
line adapters

1 Usage tier C indicates that you have the no charge feature that is available with the
network node hardware feature 5022 installed on your 3746 Model 900.

Chapter 3. Defining Your Communication Controller ~ 3-11
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Chapter 4. Channel Links and Access Methods

A System/370 I/O channel link is a connection between an IBM 370 I/O channel
and an IBM 3745 Communication Controller. An Enterprise Systems Connection
(ESCON) channel link is a connection between an ESCON channel and a

3746 Model 900 installed in the controller. The 3746 Model 900 improves NCP
performance by performing NCP data link control processing. To use the

3746 Model 900, you need to obtain a license for the NCP 3746 Model 900
Feature from IBM.

A 370 I/O channel link or an ESCON channel link can be a subarea link that con-
nects NCP to a subarea host node (a type 5 physical unit) or a peripheral link that
connects NCP to a peripheral host node (a type 2.1 physical unit), or to an internet
host node (a type 1 physical unit). See “Defining ESCON Links” on page 4-9 for
more information about ESCON links. See “Defining 370 I/O Channels for IP” on
page 15-18 for more information about peripheral internet hosts.

Figure 4-1 shows an illustration of 370 I/O channel links.

SSCP Application
Subarea Peripheral
Channel ——» <— Channel
Link Link
NCP

Figure 4-1. 370 I/O Channel Attachments

The following sections provide information about how to define 370 1/O channel
attachments and ESCON links.

Defining System/370 I/O Channel Links

This section describes the function of subarea channel links and peripheral channel
links, and the definition statements and keywords that define those links. It con-
tains sample figures to illustrate the link connections and coding samples to show
you how to code both types of links in your system generation definition.

Channel link definitions appear in a certain order in the generation definition. For
more information on the generation definition order for the GROUP definition state-
ment, see “Definition Statement Usage and Sequence for NCP Generation” on
page 1-8.
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Defining System/370 Channel Links

Subarea Channel Links

GROUP

LINE

A subarea node exists within a network as an addressable area connected to the
host by a channel link. Code the following definition statements and keywords to
provide NCP with information about how it is to manage the channel link, the
assigned address of the channel adapter, and the type of physical unit attached to
the link.

GROUP LNCTL

LINE ADDRESS
CA
CASDL
DELAY
DYNADMP
HICHAN
INBFRS
LOCHAN
MONLINK
NCPCA
TIMEOUT
TRANSFR

PU MAXBFRU
PUTYPE

LNCTL on the GROUP definition statement identifies the type of line control used
for all lines defined in the group. Code LNCTL=CA to define a subarea channel
link.

ADDRESS on the LINE definition statement specifies the address of the channel
adapter in the communication controller.

CA specifies the operating mode for the channel adapter:

e Code CA=TYPESG (or CA=TYPEG6-TPS for a channel adapter with a two-
processor switch) to use either a type 6 or type 7 channel adapter in non-
buffer-chaining mode.

e Code CA=TYPE7Y (or CA=TYPE7-TPS) to use a type 7 channel adapter in
buffer-chaining mode. INBFRS on the LINE definition statement is ignored for
buffer-chaining mode.

* The default is CA=TYPES6 for a channel adapter associated with a line oper-
ating in emulation mode. Otherwise, the default is CA=TYPE?Y.

The type 7 channel adapter does not support emulation subchannels, even when
you define it as a type 6. Consequently, when you use a type 7 channel adapter,
do not code DYNADMP, HICHAN, or LOCHAN on the LINE definition statement.
Because the default is CA=TYPE7 for a channel adapter not associated with an
emulation-mode line, you need to code CA=TYPE6 or CA=TYPEG-TPS to use the
dynamic dump facility with a channel not associated with an emulation-mode line.
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CASDL (CA slowdown limit) defines the maximum amount of time the subarea
channel link can block inbound data before signaling that the station is inoperative.

DELAY defines the maximum amount of time NCP is to wait between the time data
is available to the host and the time the attention signal is sent over the subarea
channel link to a subarea host node.

DYNADMP specifies whether you want to include the dynamic dump facility in
NCP. If you include this facility, DYNADMP also specifies the address of the emu-
lation subchannel in the channel adapter over which dynamic dump data can be
sent to the host processor.

HICHAN defines either the highest subchannel address associated with any line
operating in emulation mode or the address of the subchannel used for dynamic
dump data transfer.

INBFRS specifies the number of controller buffers initially allocated for the first data
transfer received from the host processor. The number of controller buffers subse-
guently allocated dynamically depends on the amount of data received.

LOCHAN defines the lowest subchannel address on the channel adapter associ-
ated with any line operating in emulation mode.

MONLINK specifies whether SMMF is to activate and monitor subarea links. You
can code MONLINK=YES, NO, or CONTINUOUS. Code MONLINK=YES on at
least one subarea line, channel link, channel link station, or ESCON logical line
definition in order to allow NCP activation after a load.

NCPCA specifies whether the channel adapter is to be used in network control
mode. When a channel adapter is disabled, it is available only for emulation sub-
channel use. Any type 6 channel adapter not connected to an operational host
processor must be disabled.

TIMEOUT specifies the amount of time NCP is to wait for a response to an atten-
tion signal it sent to the host. When the timeout value expires, NCP initiates
channel discontact.

TRANSFR defines the maximum number of buffers that are available to NCP for a
single data transfer operation from a subarea channel link. If the value coded on
TRANSFR is greater than the largest PIU to be received by NCP, buffer storage
and NCP cycles are wasted.

Note: If you use the VTAM MODIFY LOAD command to add or replace a load
module on the controller hard disk, the value of TRANSFR times the NCP buffer
size (BFRS on the BUILD definition statement) must be at least 2048.

MAXBFRU on the PU definition statement defines the maximum number of buffer
units the access method allocates to receive data from NCP.

PUTYPE identifies the type of physical unit to be associated with the channel link.
Code PUTYPE=5 to define a subarea channel link.

Note: A channel adapter for a PEP generation can operate as a subarea or a
peripheral channel link, or in emulation mode. Therefore, when the channel
adapter operates as a subarea or a peripheral channel link, PEP can share the
channel adapter definition already coded for NCP. When the channel adapter oper-
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ates only in emulation mode, code HICHAN and LOCHAN on the LINE definition
statement and do not code a PU definition statement.

Channel link definitions appear in a certain order in the generation definition. For
more information on the order for the GROUP definition statement, see “Definition
Statement Usage and Sequence for NCP Generation” on page 1-8.

Sample Subarea Channel Link Definition
Figure 4-2 shows how to define the subarea channel link shown in Figure 4-1 on
page 4-1. PUTYPE=5 identifies a link to a subarea host.

GAG3CA  GROUP LNCTL=CA, Define channel adapter Tine group
DELAY=0.2, Delay .2 seconds before sending resp
TIMEOUT=20, Wait 20 seconds for response to attn
NCPCA=ACTIVE, Channel adapter is active
TRANSFR=33, 33 buffers available for transfer
CASDL=20 Block data 20 seconds when inop

*

LAO3CAQO LINE ADDRESS=P5, Physical position 5
CA=TYPE7-TPS, Type 7 adapter with two processor switch
DELAY=0.3 Delay .3 seconds before sending resp

*

PAO3CAQO PU PUTYPE=5 Subarea host node

Figure 4-2. Example: Defining Subarea Channel Links

Peripheral Channel Links

4-4

A peripheral node exists outside of a subarea network and supports its own local
addresses. Because the peripheral node might require boundary assistance from
an adjacent subarea node, it is connected to the adjacent subarea host by a
peripheral channel link. The peripheral channel link connecting a type 2.1 physical
unit peripheral host node to an adjacent subarea node is a 370 1/O channel attach-
ment. A peripheral channel link appears to an SSCP as a type 2.1 physical unit
attached to a System/370 channel. NCP supports type 2.1 physical units that
reside in a System/370, 30xx, or 4300 processor and attach to NCP through a
peripheral channel link.

Both peripheral and subarea channel links are defined with GROUP, LINE, and PU
definition statements. However, when you define peripheral channel links, one or
more LU definition statements must follow the PU definition statement (except for
APPN connections).

Code the following definition statements and keywords to provide NCP with infor-
mation about how it is to manage the channel link, the assigned address of the link,
and the type of attached physical unit.
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GROUP LNCTL

LINE ADDRESS
CA
CASDL
DELAY
DYNADMP
HICHAN
INBFRS
LOCHAN
NCPCA
TIMEOUT
TRANSFR

PU ANS
MAXBFRU
PUTYPE

LU LOCADDR

LNCTL on the GROUP definition statement identifies the type of line control used
for all lines defined in the group. Code LNCTL=CA to define a peripheral channel
link.

ADDRESS on the LINE definition statement specifies the logical or physical
address of the channel adapter in the communication controller.

CA specifies the type of channel adapter attached to the communication controller.
You can define either a type 6 or a type 7 channel adapter. The following rules
apply to the definition of channel adapters:

e Code CA=TYPETY to define a type 7 channel adapter in buffer-chaining mode.

e Code CA=TYPE7-TPS to define a type 7 channel adapter in buffer-chaining
mode with a two-processor switch.

e Code CA=TYPESG to define a type 6 channel adapter.

e Code CA=TYPEBG6-TPS to define a type 6 channel adapter with a two-processor
switch.

You can use a type 7 channel adapter in compatibility mode by defining it to NCP
as a type 6 channel adapter. Compatibility mode causes a type 7 channel adapter
to interface with NCP as a type 6 channel adapter without emulation subchannel
(ESC) support because type 7 channel adapters do not support ESC. If you code
CA=TYPEY or CA=TYPE7-TPS for both type 6 and type 7 channel adapters, NCP
automatically selects the correct operation mode for each type of adapter.

When you use a type 7 channel adapter, do not code the DYNADMP, HICHAN, or
LOCHAN keyword on the LINE definition statement. When you code CA=TYPE7
or CA=TYPE7-TPS, NCP ignores the INBFRS keyword on the LINE definition state-
ment.

CASDL (CA slowdown limit) defines the maximum amount of time the peripheral
channel link can block inbound data before signaling that the station is inoperative.
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DELAY defines the maximum amount of time NCP is to wait between the time data
is available for the host and the time the attention signal is sent over the peripheral
channel link to a peripheral host node.

DYNADMP specifies whether you want to include the dynamic dump facility in
NCP. If you include this facility, DYNADMP also specifies the address of the emu-
lation subchannel in the channel adapter over which dynamic dump data can be
sent to the host processor.

HICHAN defines either the highest subchannel address on the channel adapter
associated with any line operating in emulation mode or the address of the sub-
channel used for dynamic dump data transfer.

INBFRS specifies the default number of controller buffers initially allocated for the
first data transfer received from the host processor. The number of controller
buffers subsequently allocated dynamically depends on the amount of data
received.

LOCHAN defines the lowest subchannel address on the channel adapter associ-
ated with any line operating in emulation mode.

NCPCA determines whether the channel is to be enabled for use in network control
mode. When a channel adapter is disabled, it is available only for emulation sub-
channel use. Any type 6 channel adapter not connected to an operational host
processor must be disabled.

TIMEOUT specifies the amount of time NCP waits for a response to an attention
signal it sent to the host. When the timeout interval expires, NCP initiates channel
discontact.

TRANSFR defines the maximum number of buffers that are available to NCP for a
single data transfer operation from a channel link. If the value coded on TRANSFR
is greater than the largest PIU to be received by NCP, buffer storage and NCP
cycles are wasted.

ANS on the PU definition statement specifies whether the link station is to continue
operation when NCP enters automatic network shutdown (ANS). ANS=CONTINUE
causes NCP to continue to service the link station when automatic network shut-
down is initiated.

MAXBFRU defines the maximum number of buffer units the access method allo-
cates to receive data from NCP.

PUTYPE defines the type of physical unit associated with the channel link.
PUTYPE=2 defines a peripheral channel link.

LOCADDR on the LU definition statement specifies the decimal address of the
logical unit.
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Sample Peripheral Channel Link Definition
Figure 4-3 shows how to define the peripheral channel link shown in Figure 4-1 on
page 4-1. PUTYPE=2 and the LU definition statement identify a link to a periph-

eral host.

GAG3CA  GROUP LNCTL=CA,
DELAY=0.2,
TIMEOUT=20,
NCPCA=ACTIVE,
TRANSFR=33,
CASDL=20

*

LAO3CAO1 LINE ADDRESS=1,
CA=TYPE7,
TIMEOUT=10

*

PAO3CAOL PU  PUTYPE=2,
MAXBFRU=8

*

CAOILU1 LU LOCADDR=1

Define channel adapter Tine group
Delay .2 seconds before sending resp
Wait 20 seconds for response to attn
Channel adapter is active

33 buffers available for transfer
Block data 20 seconds when inop

Channel adapter address is 1
Type 7 channel adapter
Wait 10 seconds for response to attn

Peripheral host node
Access method allocates 8 buffers

Figure 4-3. Example: Defining Peripheral Channel Links

Migrating to a Type 7 Channel Adapter

A type 7 channel adapter supports buffer chaining; a type 6 channel adapter oper-
ates only in compatibility (non-buffer-chaining) mode. Buffer chaining improves
channel adapter performance by reducing the number of NCP interrupts during data
transfer. Buffer chaining also improves channel efficiency by reducing the time the

channel is held while no data is being transferred. See NCP and EP Reference for
more information on buffer-chaining data transfer.

You can use a type 7 channel adapter in compatibility mode by defining it as

type 6 channel adapter in your generation definition. This also lets you migrate

from a type 6 channel adapter to a type 7 channel adapter in two steps:

1. Install the type 7 channel adapter and use it in compatibility mode.
2. Regenerate NCP to define the type 7 channel adapter.

Notes:

1. Update your NCP before migrating to buffer chaining on your communication

controller.

2. The type 7 channel adapter does not support emulation subchannels. If you
use a type 7 channel adapter as a type 6 channel adapter with emulation sub-
channels, NCP initialization of the channel adapter will fail.

Loading and Dumping a Channel-Attached NCP

Subarea channel links and EP channel adapters support the loading and dumping

of NCP. You do not need to code the IPL keyword on the LINE definition state-

ment for these resources because NCP loads and dumps automatically.

Chapter 4. Channel Links and Access Methods
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Sample System/370 Channel Link Configuration and Definition
The following example of a generation definition shows how to define both subarea
and peripheral channel link connections using a type 7 channel adapter. See
“Subarea Channel Links” on page 4-2 and “Peripheral Channel Links” on page 4-4
for more information about each individual type of connection.

Sample Channel Link Definition Using Type 7 Channel Adapters
Figure 4-4 shows two type 7 channel adapters attached to subarea and peripheral
host processors.

SSCP Application
Subarea Peripheral
Channel ——» <— Channel
Link Link
NCP

Figure 4-4. Subarea and Peripheral Channel Adapter Connections

Figure 4-5 shows how to define the type 7 channel adapters illustrated in

Figure 4-4.

GAG3CA  GROUP LNCTL=CA, Define channel adapter Tine group
DELAY=0.2, Delay .2 seconds before sending resp
TIMEOUT=20, Wait 20 seconds for response to attn
NCPCA=ACTIVE, Channel adapter is active
TRANSFR=33, 33 buffers available for transfer
CASDL=20 Block data 20 seconds when inop

*

LAO3CAGO LINE ADDRESS=P5, Physical position 5 (logical address 0)
CA=TYPE7-TPS, Type 7 adapter with two processor switch
DELAY=0.3 Delay .3 seconds before sending resp

*

PAO3CAGO PU PUTYPE=5 Subarea host node

*

LAO3CAO1 LINE ADDRESS=1, Channel address 1 (physical position P6)
CA=TYPE7, Type 7 channel adapter
TIMEOUT=10 Wait 10 seconds for response to attn

*

PAO3CAOQ1 PU PUTYPE=2, Peripheral host node
MAXBFRU=8 Access method allocates 8 buffers

*

CAOILU1 LU  LOCADDR=1

Figure 4-5. Example: Defining a Type 7 Channel Adapter
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Defining ESCON Links

Using the 3746 Model 900, Enterprise Systems Connection (ESCON) links provide
logical connections to subarea and peripheral hosts in your network.r ESCON links
can be established directly to a host processor or through an ESCON Director
(ESCD), which permits dynamic ESCON link switching.

An ESCON adapter provides a point-to-point physical connection, called an ESCON
link, to an adjacent ESCON link device.? Each ESCON link can support multiple
logical lines between NCP and other ESCON devices. Each logical line can
support multiple programs such as VTAM or transaction processing facility (TPF) as
logical devices in much the same way as a multipoint SDLC connection can be
used to communicate with multiple physical devices.

Figure 4-6 shows the System/370 multidrop topology used to connect NCP1 and
NCP2 to Hostl using a type 6 or type 7 channel adapter. Figure 4-7 on

page 4-10 shows the physical ESCON star topology used to connect NCP1 and
NCP2 to Hostl and Host2. When the adjacent ESCON link device is an ESCD, the
ESCON link becomes an attachment to a star configuration with the ESCD func-
tioning as the hub of the configuration.

Hostl

<——— Channel 1

Figure 4-6. System/370 Multidrop Topology

1 The 3746 Model 900 is required to define ESCON links. See “NCP V7R2, NCP V7R3, NCP V7R4, NCP V7R5, NCP V7R6, NCP
V7R7, NCP V7R8” on page xxx for a description of the Feature which supports the 3746 Model 900.

2 ESCON channel adapters do not support IBM special products or user-written code, or channel intensive mode error reporting.
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Host1 Host2

NCP1 NCP2

Figure 4-7. ESCON Star Topology

Figure 4-8 on page 4-11 shows how logical lines can be established between NCP
and any host physically attached to the ESCD. A physical line attached to an
ESCON adapter can support one or more logical lines with separate physical units
defined to the same or different hosts. For example, in Figure 4-8 on page 4-11,
physical unit 1 on logical line 1 in NCP1 is defined to Hostl while physical unit 2
on logical line 2 in NCP1 is defined to Host2.
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HOST1 HOST2
1/0 Devicel 1/0 Device2
I/0 Device3 1/0 Device4
[ T ]
ESCP
ccuA —  »|NCP1| |[NCP2|@——— CCUB
ESCP
NCP1 NCP2
CCUA 1/0 Device 1 1/0 Device 3 CccuB
Physical Line 1 Physical Line 1
Logical Line 1 Logical Line 1
Physical Unit 1 Physical Unit 3
1/0 Device 2 1/0 Device 4
Physical Line 1 Physical Line 1
Logical Line 2 Logical Line 2
Physical Unit 2 Physical Unit 4

Figure 4-8. ESCON Channel Configuration with Two Hosts and Two NCPs

You can define up to 32 connections, to the same or different hosts. The config-
uration of the logical lines to those hosts is defined dynamically using the MOSS
extended (MOSS-E) user interface. See “Using MOSS Extended to Configure
ESCON Links” on page 4-22 for more information about the MOSS-E user inter-
face. See “3746 Model 900 Connectivity Subsystem” on page 3-6 for an introduc-
tion to the 3746 Model 900.
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Figure 4-9 on page 4-12 shows a single NCP with one ESCON adapter linking to
one or more host processors. Notice that there is no direct correlation between the
channel adapter on the communication controller and the host processor destina-
tion. Define the ESCON adapter as a physical line on a separate GROUP defi-
nition and define the paths to the host processors as host links, or logical lines.

SscP SscP

Application Application

Figure 4-9. ESCON Channel Configuration with Two Hosts and One NCP

ESCON Generation Assistant

4-12

When you define ESCON channel adapters, the parameters that define the chan-
nels must be carefully coordinated among NDF, the 1/0 Configuration Program
(IOCP), and MOSS-E. Once you have your ESCON configuration planned, you
can simplify the task of defining ESCON channels by using the 3745 ESCON Gen-
eration Assistant, which produces cross-checked output for NDF, IOCP, and
MOSS-E, including automatic calculation of host link addresses. The output
produced by running the 3745 ESCON Generation Assistant becomes the input
entered for NDF, IOCP, and MOSS-E.

The 3745 ESCON Generation Assistant runs on an IBM PS/2 under IBM OS/2. It
is packaged on a diskette in 3745 Models 21A through 61A Migration and Planning
Guide.
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ESCON Physical Lines

GROUP

LINE

PU

An ESCON physical line definition identifies the ESCON processor to NCP. Each
ESCON processor is connected to a single ESCON channel. The physical con-
nection can be to an adjacent node or to an ESCD connected to one or more
nodes as shown in Figure 4-9 on page 4-12.

Code the following definition statements and keywords to provide NCP with infor-
mation about the physical ESCON connection and how to collect performance data
and recover from errors.

GROUP LNCTL

LINE ADDRESS
SPEED

PU ANS
NPACOLL
PUTYPE
SRT
XMONLNK

LNCTL on the GROUP definition statement identifies the type of line control used
for all lines defined in the group. Code LNCTL=CA to define an ESCON link.
Create a new GROUP definition statement when you define an ESCON link to sep-
arate ESCON link definitions from other channel definitions in the system gener-
ation definition.

ADDRESS on the LINE definition statement specifies the physical address of the
ESCON adapter in the communication controller. You can define only one ESCON
physical line for any adapter position. The address you choose for this physical
line must be valid for ESCON connections. Refer to NCP, SSP, and EP Resource
Definition Reference for the range of valid ESCON line numbers.

SPEED specifies an estimated data transmission rate to be used by the NetView
Performance Monitor (NPM) to compute line utilization statistics.

ANS on the PU definition statement specifies whether the ESCON link is to con-
tinue operation when NCP enters automatic network shutdown (ANS).
ANS=CONTINUE causes NCP to continue to service the ESCON physical line
when automatic network shutdown is initiated.

NPACOLL specifies whether NPM is to collect performance statistics about the
ESCON physical line.

PUTYPE defines the type of physical unit associated with the ESCON physical line.
Code PUTYPE=1 to identify an ESCON adapter.

SRT specifies a maximum value for the total number of transmissions and for the
total number of error retries.
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XMONLNK specifies whether SMMF is to initially activate and monitor the physical
unit. Activation for an ESCON link is different than activation of a type 6 or type 7
channel adapter. Code XMONLNK=YES when you define any ESCON physical
line that is used to load and activate NCP. Code MONLINK=YES on the corre-
sponding definition of any ESCON logical line that is used to load and activate
NCP. If you code XMONLNK=NO or MONLINK=NO, the NCP load and activation
over this physical line will fail.

See NCP and EP Reference for more information about SMMF.

Sample Definition of an ESCON Physical Line
Figure 4-10 shows how to define an ESCON physical line. ESCON adapter
address 2240 is used in this example.

G31RSOC1 GROUP LNCTL=CA, Define channel adapter line group *
SPEED=144000000, *
SRT=(32768,32768), *
XMONLNK=YES

*

A31S2240 LINE ADDRESS=2240 ESCON physical Tine 2240

*

A31P2240 PU ANS=CONTINUE, *
PUTYPE=1

Figure 4-10. Example: Defining an ESCON Physical Line

ESCON Logical Lines

4-14

The ESCON logical line (host link) definition establishes the logical connection from
NCP to the host processor. You can define logical lines to both subarea and
peripheral nodes (type 5 and type 2.1 physical units). You can also define logical
lines to internet host nodes (type 1 physical unit). See “Defining 370 I1/O Channels
for IP” on page 15-18 for more information. ESCON logical lines are associated
with ESCON physical channel lines. Use MOSS-E to define a port address for
each destination physical unit connected to each logical line. An ESCON logical
line supports multiple physical units.

Code the following definition statements and keywords to provide NCP with infor-
mation about the ESCON logical connection, and how to improve performance,
collect performance data, and recover from errors. Code these definition state-
ments and keywords on a separate GROUP definition statement.
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GROUP LNCTL
PHYSRSC

LINE ADDRESS
HOSTLINK
MAXPU
MONLINK
SPEED

PU ADDR
ANS
CASDL
DELAY
MAXBFRU
MONLINK
NETID
NPACOLL
PUDR
PUTYPE
SRT
TGN
TIMEOUT
TRANSFR

LU LOCADDR

LNCTL on the GROUP definition statement identifies the type of line control used
for all lines in the group. Code LNCTL=CA to define an ESCON logical line.

PHYSRSC associates the logical line definitions with the corresponding ESCON
physical line definition. Make sure the keyword value for PHYSRSC matches the
label coded on the PU definition statement that defines the ESCON physical line.

ADDRESS on the LINE definition statement specifies the relative line number of the
physical line. Do not assign an address to an ESCON logical line. Omit the
ADDRESS keyword or code ADDRESS=NONE.

HOSTLINK assigns a logical line number to an ESCON logical line. Assign logical

line numbers in sequential order from 1 to 32. The number you assign associates

the logical line with attributes defined using MOSS-E. See “Using MOSS Extended
to Configure ESCON Links” on page 4-22 for more information.

MAXPU defines the maximum number of physical devices you can attach to the
ESCON logical line. Make sure the value of MAXPU represents the number of
physical devices attached to the link plus the number of devices you expect to add
using dynamic reconfiguration.

MONLINK on the LINE definition statement specifies whether SMMF is to initially
activate and monitor an ESCON subarea link. You can code MONLINK=YES, NO,
or CONTINUOUS. When you code MONLINK=YES, NCP allows a maximum of
eight NCP owners; when you code MONLINK=CONTINUOUS, NCP allows only
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PU

4-16

seven other NCP owners. Code MONLINK=YES on the definition of any ESCON
logical line that is used to load and activate NCP. Code XMONLNK=YES on the
definition of any physical link station used to load and activate NCP. If you code
MONLINK=NO or XMONLNK=NO, the NCP load and activation will fail.

SPEED sets an estimated data transmission rate to be used by NPM to compute
line utilization statistics.

ADDR on the PU definition statement identifies the ESCON device address to the
host node on the logical line. The number you code must correspond to the
UNITADD value specified in the host IODEVICE definition statement and to the
physical unit address defined to MOSS-E. All the ADDR values for a logical line
must be unique. Valid ADDR values range from X'01' to X'20'. See “Using
MOSS Extended to Configure ESCON Links” on page 4-22 for more information.

ANS specifies whether the ESCON link is to continue operation when NCP enters
automatic network shutdown (ANS). Code ANS=CONTINUE to cause NCP to con-
tinue to service the ESCON link when automatic network shutdown is initiated.

CASDL defines the maximum amount of time the ESCON station can block
inbound traffic due to slowdown before signaling that the station is inoperative.

DELAY specifies the maximum amount of time NCP is to wait between the time
data is available to the host and the time the attention signal is presented by an
ESCON station to a host node.

MAXBFRU identifies the maximum number of buffer units the access method allo-
cates to receive data from NCP.

MONLINK on the PU definition statement specifies whether SMMF is to initially acti-
vate and monitor a link station associated with an ESCON channel link. Code
MONLINK=NO if you do not want SMMF to activate and monitor the logical link
station even though the logical link is defined with MONLINK=YES or
MONLINK=CONTINUOUS. Code MONLINK=YES on the logical PU definition
statement that defines an SSCP used to load and activate NCP and code
XMONLNK=YES on the corresponding physical PU definition statement.

Note: Refer to Planning for NetView, NCP, and VTAM more information about the
relationship between NCP and VTAM.

NETID names the network containing the adjacent logical link station. The network
you name should be defined on the BUILD definition statement in the native
network definition or on the NETID definition statement in the non-native network
definition.

NPACOLL specifies whether NPM is to collect performance statistics for the
ESCON link.

PUDR provides for later deletion of a device from the ESCON logical line con-
necting it to NCP. Specify PUDR only for peripheral nodes attached to the ESCON
logical line.
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PUTYPE defines the type of physical unit associated with the channel link. Code
PUTYPE=5 for links to subarea nodes, and PUTYPE=2 for links to type 2.1 periph-
eral nodes.

SRT specifies a maximum value for the total number of transmissions and for the
total number of error retries.

TGN defines the number of the transmission group to which the subarea link or
peripheral link belongs. For a subarea link (PUTYPE=5) the TGN value is used in
the PATH definition statement for routing data along the subarea link. You can
omit TGN when defining a link to a peripheral node (PUTYPE=2). (You can code
the TGN keyword for a link to an APPN peripheral node; however, TGN becomes a
VTAM-only keyword.)

TIMEOUT specifies the amount of time NCP is to wait for a response to an atten-
tion signal sent to the host before NCP initiates channel discontact.

TRANSFR defines the maximum number of buffers that are available to NCP for a
single data transfer operation from a channel link. If the value coded on TRANSFR
is greater than the largest PIU to be received by NCP, buffer storage and NCP
cycles are wasted.

Note: If you use the VTAM MODIFY LOAD command to add or replace a load
module on the controller hard disk, the value of TRANSFR times the NCP buffer
size (BFRS on the BUILD definition statement) must be at least 2048.

LOCADDR on the LU definition statement specifies the decimal address of the
logical unit associated with the peripheral device.

Sample Definition of an ESCON Logical Line
Figure 4-11 shows an example of an ESCON link.

VTAM
PUS5 <t Driver 1
PU2 < Driver 2
[ ]
ESCD
Logical Link

<—— {0 Subarea Host

ESCP = ESCON
Processor

Figure 4-11. ESCON Logical Line that Supports an NCP-VTAM Subarea Link
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Figure 4-12 shows how to code the ESCON logical line shown inFigure 4-11 on
page 4-17 . HOSTLINK=1 indicates that this is the first logical line defined to
MOSS-E for this physical line. Figure 4-16 on page 4-24 shows the relationship
between the Input/Output configuration data set (IOCDS), the NCP generation defi-
nition, and MOSS-E. In the IOCDS, UNITADD=01 corresponds to ADDR=01 on
the PU definition statement.

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
* ESCON LOGICAL LINE GROUP *
B R R R R R R R R R R S S

*

G31LSOC1 GROUP CASDL=0.0, ESCON Tlogical line group
DELAY=0.2,
LNCTL=CA,
MAXPU=16,
PHYSRSC=A31P2240, Associate Togical with physical
PUDR=YES,
SPEED=144000000,
SRT=(20000,20000),
TIMEOUT=840.0,
TRANSFR=200

* % X ok 3k X X X %

*
khhkhkkkkhkhkhkhkhkhkhkhhhkhkhhhkhkhhhkhkhhkhkhkhhkhkhkhhhkhkhhkhkhhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkkkk*
* ESCON LOGICAL LINE 1 GROUP 1 (ESCON PHYSICAL ADAPTER 2240) *
khhkkhkkhkkhkkhkhkhkhhhkhhhhhhhhhhdhhhdhhhhdhhhhdhhhhdhhhhdhhhhdhhhhdhhhhdhhhhdhhhkhdhkhkhkhdhdhkdkkx
*
A31S1L1 LINE ADDRESS=NONE,

HOSTLINK=1, Host 1ink 1 (X'C5')

MONLINK=NO
*
A31S1P11 PU ADDR=01, Station 1, UNITADD=01

ANS=CONTINUE,

PUDR=NO,

PUTYPE=5, Subarea host node

TGN=1

* % % X

*

A31S1P13 PU ADDR=03, Station 3, UNITADD=03
ANS=STOP,
PUDR=YES,
PUTYPE=2 Peripheral host node

*

BS1P13L1 LU LOCADDR=0

Figure 4-12. Example: Defining an ESCON Logical Line

Migrating a System/370 Channel Link to an ESCON Logical Line

4-18

You can convert a System/370 channel to an ESCON logical line by updating your
NCP system generation definition. The ESCON connection can be a physical line
that is directly connected to a host processor, or a physical line that is connected to
an ESCD. The ESCD subsequently connects the ESCON link to more than one
host processor, thereby enabling two or more existing System/370 channels to be
combined into a single ESCON physical line to the ESCD hardware. When consol-
idating System/370 channels into ESCON channels, consider how the existing
channels are to be reassigned so that you maintain a balanced workload.

If the channel links to be migrated are defined on the BUILD definition statement,
move the definitions to the GROUP and LINE definition statements. You can use
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the migration aid function to do this. Next, define the physical line connected to the
ESCON adapter separately from the logical lines to the individual host processor
nodes. Code a new physical GROUP definition that specifies LNCTL=CA and code
the address of the ESCON adapter on the LINE definition statement.

Define logical links by deleting ADDRESS and CA on the LINE definition statement
and adding the HOSTLINK keyword. HOSTLINK values are the logical line
numbers used with MOSS-E to define the path of the logical line through the ESCD
hardware. The value you code must match the IOCDS and MOSS-E line numbers.
ESCON channels support multiple physical units on a logical line. To define more
than one physical unit on the same logical line, code a PU definition statement for
each device and code the ADDR keyword on the PU definition statement to identify
each device number.

Note: Logical unit definitions may be coded but are not required for peripheral
nodes at generation time. Logical units can be added later using dynamic reconfig-
uration.

Figure 4-13 shows the definition of an NCP with System/370 channel links. The
description following the figure tells you how to convert the channel definition in
Figure 4-13 to an ESCON channel definition of the configuration shown in
Figure 4-15 on page 4-23.

B e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* Channel Adapters *
kkkkkkkhkkkkhkkkhkhkkkhkhkkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkhkhkkkhkhkkkhkhkkhkhkkhkhkkhkhkkkhkhkkkhkhkkhkkkhkkkkkkkk
A31CAG2 GROUP CASDL=0.0,

DELAY=0.2,

LNCTL=CA,

MAXPU=16, 2]

PUDR=YES,

SPEED=144000000,

SRT=(20000,20000) ,

TIMEOUT=840.0,

TRANSFR=200,

B R R R R R e S e S e S S R e S L R

E R T

* CA ADDR - P5 -- PHYSICAL PORT 5 -- TG=1 CONNECT TO HOST A82 *

kkkhkkkkhhkkkhhkkhkkhkhhkkhhkkhkhkkhkhkkhhkkhhkkhhkhkhhkkhkhkkhkhkkhkhkkhhkkhhkkhkhkhkhkkhkhkkkhkkhkhkkhkkkk*x

A31CP5  LINE ADDRESS=P5, H
CA=TYPE7, *
MONLINK=NO

*

A31CP5P PU  ANS=CONTINUE, A -
PUDR=NO, *
PUTYPE=5, *
TGN=1

Figure 4-13 (Part 1 of 2). Example: Converting a System/370 I/O Channel to an ESCON
Link (Before)
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B R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

+ CA ADDR - P6 -- PHYSICAL PORT 5 *

B R o S S R R R R S L 2

A31CP6  LINE ADDRESS=P6,
CA=TYPE7,
MONLINK=NO
*
A31CP6P PU  ANS=STOP,
PUDR=YES,
PUTYPE=2
*
B31P6PL1 LU  LOCADDR=0
Khkhhkkhhhkdrhhkrhhhhdhhhrhhhhhhdrhhrhhhhdhhhdhrhdhhhhdhhdrhhhhdhhrhdrhdhrhhrddx
* CA ADDR - P7 -- PHYSICAL PORT 7 -- TG=1 CONNECT TO HOST A17 x

B R R R R R T R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

A31CP7  LINE ADDRESS=P7,
CA=TYPE7,
MONLINK=YES

*

A31CP7P PU ANS=CONTINUE,
PUDR=NO,
PUTYPE=5,
TGN=1
KA AT AR F AR AR AT TR RHT AR AR ET AR AT AR AT R A T AR AR AR XKk
* CA ADDR - P8 -- PHYSICAL PORT 8 *
e e ok e o ko ok ko ko ok e ko ko ok e o ko ok e ok ek ok ok ook ek ok ke ok ek ok e ok ek ok
A31CP8  LINE ADDRESS=P8,

CA=TYPE7,

MONLINK=NO

*

A31CP8P PU ANS=STOP,
PUDR=YES,
PUTYPE=2

*

B31P8PL1 LU LOCADDR=0

Figure 4-13 (Part 2 of 2). Example: Converting a System/370 I/O Channel to an ESCON
Link (Before)

To convert a System/370 channel link definition to an ESCON link definition, make
the following changes to the NCP generation definition:

4-20

Add the following physical line definition for the ESCON adapter:

G31RSOC1 GROUP LNCTL=CA, Define new channel group for ESCON =
SPEED=144000000, *
SRT=(32768,32768),

XMONLNK=YES SMMF activates ESCON physical line

*

A31S2240 LINE ADDRESS=2240 New ESCON adapter address *

*

A31P2240 PU ANS=CONTINUE, *

PUTYPE=1

You can also code SPEED, ANS, NPACOLL, and SRT on the GROUP defi-
nition statement when you define the physical line. If you code MONLINK=YES
on an ESCON logical line definition, code XMONLNK=YES on the physical link
station definition; XMONLNK=YES is invalid if you code it on an ESCON logical
line definition. Follow the physical line definition with logical link definitions that
are associated with the ESCON physical line.

Dummy PU for physical connection
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H Add PHYSRSC=A31P2240 (the ESCON adapter PU definition statement
name) to the logical GROUP definition statement after LNCTL=CA. This
creates an association between the physical and logical line definitions.

El Replace the 370 I/O channel address with ADDRESS=NONE. Replace the
CA keyword on each of the LINE definition statements with a HOSTLINK
keyword because the CA keyword is invalid for ESCON channel definitions.
HOSTLINK assigns a logical line number to each ESCON link. Each
HOSTLINK value corresponds to the logical line number in MOSS-E. Use
MOSS-E to associate logical lines with links to host devices.

I} Code an ADDR keyword on each of the PU definition statements that
follow a logical LINE definition to define each physical unit address associated
with that line. The ADDR value corresponds to the UNITADD value specified
on the IODEVICE definition statement that defines the host device. Notice that
when you define an ESCON link, a single link definition can support multiple
PU definitions.

Figure 4-14 shows the result of converting the System/370 channel link definition
shown in Figure 4-13 on page 4-19 to an ESCON link definition. The two logical
lines defined in Figure 4-13 support both subarea host and peripheral host applica-
tions. Refer to Figure 4-15 on page 4-23 for an illustration of the channel attach-
ments defined in Figure 4-14.

B R R R R R e R R R R R S

* PHYSICAL ESCON CHANNEL DEFINITIONS *

kkkhkkkkhhkkkhhkkkhkkhkhhkkhkhkkhkhkkhkhkkhhkkhhkkhhkhkhhkkhkhhkhkhkkhkhkkhhkkhhkkhhkkhkkhkhhkkkhkkkhkkkk*x

G31RSOCL GROUP LNCTL=CA, H -
SPEED=144000000, *
SRT=(32768,32768), *
XMONLNK=YES

*

A3152240 LINE ADDRESS=2240 ESCON physical line 2240

*

A31P2240 PU  ANS=CONTINUE, *
PUTYPE=1

khkkkkhkkkhkkkhkhhkhhkhhhkhhhhhhhhhhhhhhhdhhdhhdhhdhhhhhhdhhhhhhhhkdrhkkhrhhhkhdxi*x

* LOGICAL ESCON CHANNEL DEFINITIONS *

KRR AR AR A AR A AR AR AR AR A AR A AR AR A A A A hhhhhhhhhhhhhhhhhhhhhdhhhkhdhdhhkhkhdhdhkhdhdhdhd*k
*
khhkkhkkhhhkhkhhhhhhhhhhhhhhhhhhhhhhhhdhhhhdhhhhdhhhhdhhhhdhhhhdhdhhhdhdhhkhdhdhhhddhdhdd
* ESCON LOGICAL RESOURCES ASSOCIATED WITH PHYSICAL LINE 1 (2240) =
hhhkkhkkhkhhhkhhhhhhhhhhhhhdhhhdhhhhhdhhhhdhhhdhdhhkhdhhhdhdhdhhhdhhhhdhdhhdhdhhhdhdhdhdhkhdhdhdhdsk
G31LSOC1 GROUP CASDL=0.0,

DELAY=0.2,

LNCTL=CA,

MAXPU=16,

PHYSRSC=A31P2240, Associate with physical unit E

PUDR=YES,

SPEED=144000000,

SRT=(20000,20000),

TIMEOUT=840.0,

TRANSFR=200

* % X Xk X X X %

Figure 4-14 (Part 1 of 2). Example: Converting a System/370 I/O Channel to an ESCON
Link (After)
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kkkhkkkkhhkkhhkkhkkhkhkkhhhkkhkhkkhhkkhhkkhhkkhhkhkhhkhkhhkhkhhkhkhkkhhkkhhkkhhkkhkhkhkkhhkkhkkhkkhkkhkk*x

*  ESCON LOGICAL LINE 1 GROUP 1 (ESCON PHYSICAL ADAPTER 2240) *

KAAAKRIAA R AR A A A kA Ak Ak Ak hhhhhkhhhh bk hhkhddhhhhhhhhhhdhhhhdhhkdrhdxhdkxkx

A31S1L1 LINE ADDRESS=NONE, *
HOSTLINK=1, Host Tink X'C5' H *
MONLINK=NO

*

A31S1P11 PU  ADDR=01, Station 1, UNITADD=01 A-
ANS=CONTINUE, *
PUDR=NO, *
PUTYPE=5, *
TGN=1

*

A31S1P13 PU  ADDR=03, Station 3, UNITADD=03
ANS=STOP,
PUDR=YES,
PUTYPE=2

*

BS1P13L1 LU LOCADDR=0

KARRRA AR AR AR AR A AR A A A hh A hhhhhhhhhhhhhhhhhhhhhhdhhdhhhdhdhdhdhhkhdhhhdhdhdhkhdhdhdhdhd*k
% ESCON LOGICAL LINE 3 GROUP 1 (ESCON PHYSICAL ADAPTER 2240) *
khhkhkkhkkhhkhkhkhhkhkhkhhhkhhhhkhhhhkhhhhkhkhhhkhkhhhkhkhhhkhhhhkhhhkhkhkhhkhkhhhkhkhkhkhkhkhkhkhkhkkkkk*
A31S1L3 LINE ADDRESS=NONE,

HOSTLINK=3, LOGICAL LINE 3

MONLINK=YES
*
A31S1P31 PU  ADDR=01, Station 1, UNITADD=1

ANS=CONTINUE,

PUDR=NO,

PUTYPE=5,

TGN=1

* %k X X

*

A31S1P33 PU ADDR=03, Station 3, UNITADD=3
ANS=STOP,
PUDR=YES,
PUTYPE=2

*

BS1P33L1 LU LOCADDR=0 LU for peripheral host node

Figure 4-14 (Part 2 of 2). Example: Converting a System/370 I/O Channel to an ESCON
Link (After)

Using MOSS Extended to Configure ESCON Links

4-22

Successful definition and activation of ESCON links depends on careful coordi-
nation of the NCP generation definition with the IOCDS generation definition that
defines 1/0 hardware devices to the host and MOSS-E. The ESCON Generation
Assistant helps to minimize these coordination problems. The example of an NCP
generation definition for ESCON links shown in Figure 4-14 on page 4-21 must
match information defined in the IOCDS generation definition.

Figure 4-16 on page 4-24 shows how the LINK keyword value on the CNTLUNIT
definition statement in the IOCDS generation definition corresponds to the
HOSTLINK value coded on the LINE definition statement in the NCP generation
definition. The UNITADD keyword value on the IODEVICE definition statement
matches the ADDR keyword value on the PU definition statement.

Once you define the logical lines to NCP, the same logical line numbers are identi-
fied to MOSS-E. MOSS-E executes in a dedicated PS/2 to provide support for
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ODLC maintenance functions. Figure 4-16 on page 4-24 (Part 2) shows an
example of the MOSS-E ESCA Link Information panel where the MOSS-E console
operator enters ESCON Director link addresses for the logical lines. The numbers
entered in the panel correspond to the logical line numbers (1 to 32) defined by
HOSTLINK keywords in the NCP generation definition. For example, host link 1
attached to the ESCON coupler (ESCC) on line 2240 is assigned host link address
C5-0.

If you want to IPL over an ESCON link, choose YES on the MOSS-E IPL option,
code MONLINK=YES on the logical line definition, and code XMONLNK=YES on
the physical line definition. See page 4-14 for a description of how to code
MONLINK and XMONLNK values for an ESCON connection.

The ESCON Generation Assistant helps to coordinate the NCP generation defi-
nition with the IOCDS generation definition and MOSS-E. It provides online help
and examples to assist you when you define your ESCON configuration. You can
also refer to MOSS-E online help for information about how to enter link addresses
for logical lines.

Figure 4-15 shows the ESCON channel configuration defined in the NCP gener-
ation definition in Figure 4-14 on page 4-21.

SSCP < ADDR=01 SSCP < ADDR=01

A

Application ADDR=03 Application < ADDR=03

Host Link 1 (X'C5’) Host Link 2 (X'C6’)

ESCD

—— ADDRESS=2240

Figure 4-15. ESCON Channel Configuration (with LINE and STATION Addresses)
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I0CDS Generation Definition NCP Generation Definition
CHPID PATH=01, GROUP
SWITCH=01 LINE ADDRESS=2240
CNTLUNIT CUNUMBER=0155, GROUP
PATH=01, LINE ADDRESS=NONE
LINK=E7, HOSTLINK=1,
CUADD=0 MONLINK=NO
IODEVICE ADDRESS=014D,
CUNUMBER=0155,
UNITADD=01 PU ADDR=01,
ANS=CONTINUE,
PUDR=NO,
IODEVICE ADDRESS=0222 PUTYPE=5,
CUNUMBER=0155, TGN=1
UNITADD=03 PU ADDR=03,
ANS=STOP,
PUDR=YES,
PUTYPE=2
CHPID PATH=01,
SWITCH=01
CNTLUNIT CUNUMBER=0155,
PATH=01, LINE ADDRESS=NONE
LINK=E7, HOSTLINK=2,
CUADD=0 MONLINK=NO
IODEVICE ADDRESS=014D,
CUNUMBER=0155,
UNITADD=01 PU ADDR=01,
ANS=CONTINUE,
PUDR=NO,
IODEVICE ADDRESS=0222 PUTYPE=5,
CUNUMBER=0155, TGN=1
UNITADD=03 PU ADDR=03,
ANS=STOP,
PUDR=YES,
PUTYPE=2

1Each line has anindividual station panel.

Figure 4-16 (Part 1 of 2). Relationship between IOCDS, NCP, and MOSS-E
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MOSS-E Panel
ESCON Configuration - Lines
Options Refresh Help
ESCP 2240 Configuration from Processor
> ESCC 2240 ESCC 2272
NCP Host Host Host Host
Host Link Link Link Link
Link Addr Status Addr Status
> 1 C5-0 path nopath
> 2 C6-0 path nopath
Station Panel for Host Link C6-0
ESCON Configuration - Stations
Options Help
Configuration from ESCP ESCP 2240
Line (NCP HOSTLINK): 2 Partition Number: 0 Comments: VMP
ESCC 0: 2240 Host Link Address: C6
ESCC 1: 2272 Host Link Address:
Unit address ‘ ‘ ’ ‘ ’ ‘
NCP PU ADDR CCu CCU control Status IPL on Comments
( u ) program CcCcu
—> X'01’ * idle CCUA
X'03’ * idle CCUA

Figure 4-16 (Part 2 of 2). Relationship between IOCDS, NCP, and MOSS-E
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Defining Subarea Addressing Limits

BUILD

NETWORK

Networks are able to communicate with subareas when addresses are assigned to
the subarea and a route is defined to that subarea. Code the following definition
statements and keywords to provide NCP with the assigned subarea address and
information about the upper limits of available subarea addresses.

BUILD MAXSUBA
SALIMIT
SUBAREA

NETWORK SALIMIT

MAXSUBA specifies the largest subarea resource address used by NCPs that do
not have extended network addressing ability within the network. The MAXSUBA
value must match the MAXSUBA values coded on all other NCPs and access
methods in the same network. If all nodes in your network are capable of extended
network addressing, do not code MAXSUBA. Extended network addressing is sup-
ported by all releases of NCP.

Note: Unless all nodes in your network are capable of extended network
addressing, MAXSUBA is required.

SALIMIT specifies the largest subarea address in the native network. If you omit
SALIMIT, NCP supports as many as 255 subarea addresses. An SALIMIT value is
needed only if you require subarea addresses greater than 255.

SUBAREA specifies the subarea address that is to be assigned to NCP or PEP. It
cannot exceed the value coded on SALIMIT. Each subarea in a network must
have a unigue address, with the following exceptions:

¢ A subarea defined in one domain can have the same address as a subarea in
another domain if the two domains never communicate with one another.

e Multiple access methods in a system configuration can have the same address
if only one communicates with the network at a time.

SALIMIT on the NETWORK definition statement specifies the largest subarea
address in the non-native network. If you omit SALIMIT, NCP supports as many as
255 subarea addresses. An SALIMIT value is needed only if you require non-
native subarea addresses greater than 255.

Sample Definition of a Subarea Address

Figure 4-17 on page 4-27 shows how to establish addressability for an NCP
subarea. The subarea, assigned an address of 3, supports up to 16 explicit route
definitions and as many as 1023 addresses for other subareas in the native
network (NETA) and the non-native network (NETB).
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AO3N415 BUILD ERLIMIT=16, 16 explicit routes defined
MAXSUBA=255, 255 subarea addresses allowed
NETID=NETA, NETA is name of native network
SALIMIT=1023, Largest subarea address
SUBAREA=3, Subarea address assigned to NCP

R R A AR A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A A AR A AR A A A A Ak hkhkhhkkhhk ko k) )%k

* NON-NATIVE NETWORK NETB DEFINITIONS *

* (ERLIMIT defaults to the value coded on the BUILD definition *

*  statement.) *

KRR AR AR A AR A A A AR A A AR A A A A A A AR AR AR AR A A A A A A Ak hhhhkhhhkhkhhkhkkhkhkhkhkhhh k) k)k%k

*

NETB NETWORK NETID=NETB, Name of non-native network
SALIMIT=1023, Largest subarea address

*

Figure 4-17. Example: Defining Subarea Addressability

Maximum Number of Concurrent Sessions and Routes

There are limits to the number of sessions and routes that NCP can support con-
currently. The maximum number of sessions and routes includes:

e The number of SSCPs in session with NCP concurrently over a combination of
channel links and subarea links

e The number of subareas with routes to NCP
¢ The number of virtual routes available to NCP.

Code the following definition statement and keywords to provide NCP with informa-
tion about the maximum number of concurrent sessions supported by NCP.

BUILD MAXSSCP
NUMHSAS
VRPOOL

MAXSSCP on the BUILD definition statement specifies the maximum number of
SSCPs in session with NCP. NCP can be in session with as many as eight
SSCPs. Remember that if you code MONLINK=CONTINUQUS on the LINE defi-
nition statement that defines a subarea link, SMMF continuously monitors the link
and acts as an SSCP in continuous session with NCP. This continuous session
reduces the number of available SSCP sessions by one and must be considered
when coding a number for MAXSSCP.

NUMHSAS defines the expected number of NCP and host subareas in the network
that can communicate with NCP. Although the maximum value is 65534, limit the
value to the number of host and NCP subareas with virtual routes ending in this
NCP so that you do not waste NCP storage.

Chapter 4. Channel Links and Access Methods ~ 4-27



Dynamic Control Facilities

Notes:

1. NCP can activate virtual routes for sessions between independent logical units.
NCPs attached to type 2.1 nodes should be included in the number of NCP
subareas with virtual routes ending in this NCP.

2. The NUMHSAS value on the BUILD definition statement gets added to the
NUMHSAS values on the NETWORK definition statements. NCP does not
keep a separate resource pool for each network.

VRPOOL defines how many virtual route control blocks are available for concurrent
activation in NCP. Consider the number of defined virtual routes ending in this
NCP plus additional resources needed when a virtual route fails. Extra virtual route
entries make a fast restart possible because cleanup of a failed virtual route has a
lower priority than virtual route restart. The maximum value for VRPOOL is 65532;
however, an excessive number of virtual route pool entries wastes NCP storage.

VRPOOL also defines the number of extra flow parameter table rows used in the
dynamic path update function. See “Dynamic Path Update” on page 11-13 for
more information.

If you define a gateway NCP, the VRPOOL value should include virtual routes from
non-native networks. For more information about gateway NCPs and intercon-
nected networks, see Chapter 14.

Sample Definition of Concurrent Sessions to NCP
Figure 4-18 shows how to define the maximum number of concurrent SSCP ses-
sions, subarea sessions, and virtual routes.

AO3N415 BUILD MAXSSCP=8, 8 concurrent SSCPs defined
NUMHSAS=8, 8 subareas defined for this NCP
VRPOOL(5,5) 5 entries in virtual route pool

Figure 4-18. Example: Defining Concurrent Sessions

Dynamic Control Facilities

4-28

NCP makes many dynamic control facilities available to you when they are
requested in the system generation definition. Dynamic control facilities enable
NCP to handle requests from the access method to change certain NCP parame-
ters or determine the status of resources such as telecommunication links or termi-
nals. A comprehensive list of these facilities, as well as directions for determining
which facility is appropriate for your configuration, can be found in NCP, SSP, and
EP Resource Definition Reference. TCAM Base Installation Guide also provides
information on the dynamic control facilities available with each access method.

Code the following definition statement and keyword to provide NCP with the
names of individual dynamic control features to be used.

SYSCNTRL OPTIONS
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OPTIONS on the SYSCNTRL definition statement enables you to activate individual
dynamic control facilities available in NCP.

Defining NCP to VTAM

Use the PCCU definition statement and its keywords if VTAM is to activate NCP.
These keywords provide VTAM with information on NCP and the communication
controller in which it resides. See VTAM Resource Definition Reference for a com-
plete description of PCCU and its keywords.
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Chapter 5. NCP and Link-Attached Devices

Your NCP system generation definition defines many physical and operational char-
acteristics about the relationship between NCP and its link-attached devices. This
chapter describes how to define these characteristics.

Nonswitched Telecommunication Links

GROUP

Nonswitched telecommunication links are lines on which connections do not have
to be established by dialing. Channel links are channels connected to channel
adapters. See Chapter 4 for more information on channel links. See “How You
Define Resources to NCP” on page 1-4 for information about the order of line
group definitions in a generation definition.

Note: You can attach SDLC lines to NCP through the 3746 Model 900
connectivity subsystem. The 3746 Model 900 improves NCP performance by per-
forming NCP data link control processing. To use the 3746 Model 900 you need
to obtain a license for the NCP 3746 Model 900 Feature from IBM. Be sure to
define 3746 Model 900 SDLC lines and TSS or HPTSS SDLC lines attached to the
IBM 3745 in separate groups. You cannot define both 3746 Model 900 SDLC
lines and 3745-attached SDLC lines under the same GROUP definition statement.
For more information, see “Converting Existing SDLC Resources to

3746 Model 900 SDLC Resources” on page 5-21.

Code the following definition statements and keywords to provide NCP with infor-
mation about how to manage the resources and improve performance.

GROUP LEVEL2
LEVELS
LNCTL
RNRLIMT
TYPE

LINE ADDRESS
CLOCKNG
DUPLEX
HISPEED
LNQTCNT
MONITOR
SPEED
TYPE

PU MODULO

LEVEL2 and LEVEL3 on the GROUP definition statement specify the appropriate
entry points for user-written line control code.

LNCTL enables you to define the type of line control used for one or more links in a
line group. Line control defines the data link control or medium access control
(MAC) protocol used to exchange data and control information with a device.
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LINE

5-2

RNRLIMT specifies the interval a given station has to reject data before NCP identi-
fies the station as inoperative. A station is considered inoperative if it responds
with a receive-not-ready (RNR) command to data or a poll sent by NCP during the
interval defined.

TYPE specifies the operating mode of the line group and the individual line. The
operating mode determines how the line within a group, and the devices attached
to the line, are to be managed by NCP. Valid operating mode types are network
control mode (TYPE=NCP), emulation mode (TYPE=EP), or both (TYPE=PEP).

Note: A group consisting of SDLC links operates only in network control mode.
NCP treats peripheral devices attached using a LAN architecture as SDLC devices;
therefore, the only valid mode for Token-Ring or Ethernet-type LAN-attached
devices is network control mode.

ADDRESS on the LINE definition statement specifies the relative line number of the
lines attached to the communication controller. It can also specify whether data is
transferred across the link in half-duplex or duplex mode. If the link operates in
emulation mode, ADDRESS specifies the relative line number and the address of
the emulation subchannel that supports the link. See NCP, SSP, and EP Resource
Definition Reference for a complete range of values for nonswitched links.

3746 Model 900 SDLC Lines: Code a line number greater than 2048.

CLOCKNG identifies one of the following clocking methods to be used:

e External clocking is provided by a modem or other attached device, whether
the device is in a separate unit or built into the controller.

e Internal clocking, known as business machine clocking, is provided by a com-
munication scanner.

» Direct clocking, a variation of controller-provided clocking, is provided by the
scanner, which propagates it to the data terminal equipment (DTE).

If you use direct clocking, use a direct-attached cable and code the SPEED
keyword. If you are using an X.21 interface (LIC type 4) but are not accessing the
X.21 network (X21INTWK=NO on the GROUP definition statement) code
CLOCKING=(EXT,LIC) and code the SPEED keyword. If you code
CLOCKNG=EXT and omit LIC, you do not need to code the SPEED keyword
unless:

* NPM data is being collected for this line
e The line is a 3746 Model 900 SDLC line.
e The line is an SDLC peripheral line that supports APPN HPR data.

DUPLEX describes the transmission characteristics of the physical communication
path, including common-carrier lines and equipment and the modems at both ends
of the path. The communication path is either a two-wire (half-duplex) or four-wire
(duplex) circuit. Be careful not to confuse this with half-duplex or duplex data
transfer mode, which is determined by the ADDRESS keyword coded on the LINE
definition statement and DATMODE coded on the PU definition statement. A
two-wire circuit link cannot necessarily transfer data in half-duplex mode. If the
clear-to-send (or ready-for-sending) signal lead in the modem is continuously ener-
gized, the two-wire half-duplex circuit transfers data in duplex mode.
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HISPEED specifies the speed to be used on low-speed scanner (LSS) lines. Code
HISPEED=YES to specify that LSS lines, using SDLC or BSC line control and
operating in network control mode, operate at 144 Kbps or greater.

LNQTCNT defines how many times NCP tests start-stop links to ensure that there
is no electrical activity before the next transmission begins. Code LNQTCNT only
when you define start-stop lines.

MONITOR specifies whether NCP is to monitor the link for an attention signal or a
disconnect condition at the terminal. If so, NCP monitors the link regardless of
whether NCP is executing a command for that link. NCP notifies the access
method if it detects an attention signal or a disconnect condition. Include this
option if terminals attached to the link communicate with TSO applications, or if a
start-stop link has IBM 1050 Data Communication System terminals, IBM 2741
Communication Terminals, TWX terminals, or MTA terminals attached.

SPEED sets the data rate for the link, which is the rate at which devices attached
to the link send and receive data. SPEED also provides information about NPM
data collection.

Notes:

1. Do not overload the transmission capability of the line interface coupler (LIC) or
the communication controller by exceeding the maximum LIC weight supported.
For more information see Connection and Integration Guide for your IBM 3745
Communication Controller model.

2. If you use the X.21 interface, you can include the SPEED keyword even if you
are not using X.21 modems.

3746 Model 900 SDLC Lines: Code SPEED for each 3746 Model 900 SDLC
line.

APPN HPR: NCP uses the value of the SPEED keyword to determine the rate of
flow for APPN HPR data on SDLC peripheral lines. Code the SPEED keyword for
SDLC peripheral lines that support APPN HPR data to ensure that the APPN HPR
flow control mechanism works correctly.

Starting with VTAM V4R4 and NCP V7R6, the CAPACITY value from VTAM’s
topology database is used to determine link capacity and transmission time instead
of the SPEED keyword. The value coded on the SPEED keyword is still used for
earlier versions of VTAM and NCP.

TYPE defines whether the single BSC or start-stop link operates:

e Only in network control mode (TYPE=NCP)
e Only in emulation mode (TYPE=EP)
e Alternately in either network control mode or emulation mode (TYPE=PEP)

If you code TYPE=NCP, code the keywords discussed in this chapter but not those
in Chapter 20 or in Chapter 21. If you code TYPE=EP, see Chapter 20, “BSC
and Start-Stop Devices Operating in PEP Environment” on page 20-1. If you code
TYPE=PEP, code the keywords discussed in this chapter and those discussed in
Chapter 20.
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PU

MODULO on the PU definition statement specifies whether the link operates as a
modulo-8 or a modulo-128 link. If the link operates as a modulo-8 link, NCP sends
up to seven information frames (I-frames) to the device attached to the link before a
response indicating whether the device received the I-frames is required. If you
specify that the link operates as a modulo-128 link, NCP sends up to 127 I-frames
to the attached device before a response is required.

For a modulo-128 link, the mode of the link depends on the MAXOUT value on the
PU definition statement. If you code MODULO=128 and specify a value of 8 or
greater for MAXOUT, the link operates as a modulo-128 link. If you code
MODULO=128 and specify a value of 7 or less for MAXOUT, the link operates as a
modulo-8 link.

Sample Definition of a Nonswitched Telecommunication Link
Figure 5-1 shows how to define a nonswitched link.

GAG3SDL1 GROUP LNCTL=SDLC, SDLC line control
TYPE=NCP Lines operate in network control mode
*
L60321 LINE ADDRESS=021, Relative line number
CLOCKNG=EXT, Modem provides clocking
DUPLEX=FULL Duplex Tine
*
POO321A PU

Figure 5-1. Example: Defining Nonswitched Telecommunication Links

Switched Links

This section describes how to define switched links, which use a dial-up process to
establish a connection between the communication controller and a remote device.
It includes a description of the V.25 bis dial process and tells you how to define a
limited resource session.

Code the following definition statements and keywords to provide NCP with infor-
mation about how to manage the dial-up link and improve performance. Code
these definition statements and keywords in addition to the definition statements
and keywords found in “Nonswitched Telecommunication Links” on page 5-1.
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Switched Links

DIALSET DIALALT
LINES
QLIMIT
QLOAD
RESERVE

GROUP DIAL
RETRYTO
XMITDLY
X2INTWK

LINE AUTO
AUTODL
CALL
CCLID
DIALSET
MPTALT
REDIAL
SECURE
SPEED

DIALALT on the DIALSET definition statement identifies the definition statement
that names an alternate dial set. A dial set is a group of switched BSC or start-
stop links from which NCP selects a link to call a specific device. It can contain
any number of links that have similar characteristics. The alternate dial set is
defined on a second DIALSET definition statement immediately following the
DIALSET statement that contains the DIALALT keyword. The alternate dial set
must have the same type of BSC or start-stop links as the primary dial set. Code
the DIALSET definition statement only when you define BSC or start-stop devices.

LINES identifies the BSC or start-stop links that make up a dial set. The name of
each link is the name of a corresponding LINE definition statement that defines the
link.

QLIMIT defines the maximum number of requests NCP is to collect on the queue
for the dial set. When this limit is reached, NCP rejects any further callout requests
it receives. It continues to do this until the number of queued requests becomes
less than the QLIMIT value. If you specify a queue limit of 0, NCP rejects any
callout sequence it cannot immediately service.

QLOAD specifies the number of callout requests NCP is to collect on the queue for
the dial set before using a BSC or start-stop link from the alternate dial set. Code
a number that is smaller than the QLIMIT value. A larger number will cause callout
requests to be rejected before they can be routed to an alternate dial set.

RESERVE specifies the number of BSC or start-stop links in the dial set reserved
for incoming calls from devices. You need RESERVE only if all the links in the dial
set are designated as available for both incoming and outgoing calls, and all the
links could become occupied with outgoing calls, thus preventing any device from
calling NCP.
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GROUP

LINE

DIAL on the GROUP definition statement specifies whether the links in the group
require switched line control procedures. Code DIAL=YES for a switched link.

RETRYTO, valid only for X.21 lines, defines the length of time NCP is to wait after
receiving a retry call progress signal on this SDLC link before retrying a callout
operation. NCP supports a maximum of 1632 seconds.

XMITDLY defines the amount of time NCP is to delay its initial transmission after
answering an incoming call on this SDLC link. This delay gives the calling station
time to transmit first, and lets the modems complete any required equalization in
the inbound direction prior to the first NCP transmission.

You can also use XMITDLY as the reply timeout value if it is longer than the
REPLYTO interval and XIDs are exchanged. When XIDs are not exchanged, the
reply timeout interval is the value coded for REPLYTO on the GROUP definition
statement.

X21NTWK specifies that hardware conforming to the CCITT X.21 standard is
attached to each SDLC link in the group. X21NTWK specifies an attachment to an
X.21 network and the level of the X.21 network.

AUTO on the LINE definition statement specifies whether a logical automatic calling
unit (ACU) is installed on the link, or it specifies the relative line number of the ACU
line used to send dial digits and establish an outgoing connection. See “V.25 Bis”
on page 5-7 for more information about V.25 bis modems and connections.

3746 Model 900 SDLC Lines: Do not code a line number on the AUTO keyword.

AUTODL specifies that the hardware accepts dial digits only if hardware conforming
to the CCITT X.21 standard is attached to the SDLC link. If dial digits are
accepted, NCP carries out normal callout procedures for this link. If dial digits are
not accepted, but the direct-call feature is installed, NCP can connect to a link-
attached device without transmitting dial digits.

CALL specifies whether the line is for incoming calls, outgoing calls, or both. For
SDLC links, CALL provides information only to the VTAM initialization procedure
and has no effect on the NCP generation. See VTAM Resource Definition Refer-
ence for information on using CALL.

CCLID initiates X.21 called-calling-ID (CCLID) support.

DIALSET specifies a value that is the label value of the DIALSET definition state-
ment for this line. Code DIALSET if the BSC line is point-to-point and NCP calls
the devices. Allow DIALSET to default if the line is used only for incoming calls.

MPTALT specifies whether the BSC link is a callout link that can be used as an
alternate link for communicating with BSC devices usually reached over a non-
switched multipoint link. If failure of the multipoint link prevents NCP from commu-
nicating with a device over that link, the switched network backup facility can reach
the station over any link that you specify as an alternate link.

REDIAL defines the maximum number of dialing operations NCP is to perform to
reach a device over a switched link. REDIAL also defines the duration of the
pause between dialing operations.
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Switched Links

SECURE specifies whether NCP is to use the secure option for the start-stop link.
Code SECURE=YES when the start-stop link is a duplex link. SECURE=YES pre-
vents access to program data by a start-stop device that dials the communication
controller over this link at the moment the existing connection to a different device
is lost. If you include this option, NCP continuously monitors the data carrier detect
signal from the modem to give positive assurance that the switched connection is
still established.

SPEED sets the data rate for this link, which is the rate at which devices attached
to the link send and receive data. SPEED also provides information about NPM
data collection.

3746 Model 900 SDLC Lines: Code SPEED for each 3746 Model 900 SDLC
line.

APPN HPR: NCP uses the value of the SPEED keyword to determine the rate of
flow for APPN HPR data on SDLC peripheral lines. Code the SPEED keyword for
SDLC peripheral lines that support APPN HPR data to ensure that the APPN HPR
flow control mechanism works correctly.

Starting with VTAM V4R4 and NCP V7R6, the CAPACITY value from VTAM’s
topology database is used to determine link capacity and transmission time instead
of the SPEED keyword. The value coded on the SPEED keyword is still used for
earlier versions of VTAM and NCP.

Sample Definition of a Switched Link
Figure 5-2 shows how to define a switched link.

GAO3SDL6 GROUP DIAL=YES, Switched Tines
LNCTL=SDLC, SDLC Tine control
REPLYT0=15.0, Reply timeout value
TYPE=NCP Lines operate in network control mode
*
L00324  LINE ADDRESS=024, Relative line number
AUT0=030, Relative line number of auto call unit
CALL=INOUT, Incoming and outgoing calls
CLOCKNG=EXT, Modem provides clocking
DUPLEX=FULL Duplex line
*
PO0324A PU

Figure 5-2. Example: Defining Switched Telecommunication Links

The V.25 bis dial protocol uses a technique called serial automatic calling. This
method uses the same line to send dial digits during the call establishment phase
and to send and receive data during the data transfer phase. This contrasts with
dialing methods that use two physical lines, one to establish the connection and
one to transmit data.

V.25 bis protocol supports three types of line control in network control mode:
SDLC, start-stop, and BSC. However, the actual dial connection must be made in
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SDLC or start-stop mode. The V.25 bis dial protocol is supported for emulation
mode lines, but only in start-stop mode.

Note: The type of dial connection protocol to be supported is determined by your
modem.

With the V.25 bis dial protocol, dial-out failures are reported to the NetView
program using generic alerts instead of record maintenance statistics (RECMS).
Generic alerts identify possible causes of the dial-out failure. Because EP cannot
send alerts, dial-out failures on lines operating in emulation mode are not reported
until the next dial host command is received.

Code the following definition statements to provide NCP with information about how
to manage the calling process and dial protocol.

GROUP DIAL
LNCTL
PRODID

LINE AUTO
CALL
REDIAL
RING
V25BIS

TERMINAL DIALNO

DIAL on the GROUP definition statement specifies whether the lines in this group
require switched line control procedures. Code DIAL=YES for a V.25 bis con-
nection.

LNCTL specifies whether SDLC, BSC, or start-stop line control is to be used.

PRODID specifies the name of the product identifier subvector (X'11') for IBM
special products or user-written code. IBM special products or user-written code
must define subvector X'11' as follows:

e The first byte must contain the length of the subvector.
e The second byte must contain X'11'.

* The remainder of the subvector field contains the identifier of the IBM special
products or user-written code.

If PRODID is specified, subvector X'11"' will appear in the generic alert generated
for a dial-out failure. PRODID is valid only for IBM special products or user-written
code.

AUTO on the LINE definition statement specifies whether automatic calling is to be
used for V.25 bis protocol. Code AUTO=YES for V.25 bis even though an auto-
matic calling unit (ACU) is not connected.

3746 Model 900 SDLC Lines: Code AUTO=YES for V.25 bis 3746 Model 900
SDLC lines.
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CALL specifies whether the line is for incoming calls, outgoing calls, or both. Code
CALL=0UT or CALL=INOUT for V.25 bis.

REDIAL defines the maximum number of dialing operations NCP is to perform to
reach a device over a switched line. If you omit REDIAL for V.25 bis, NCP makes
only one attempt to dial the device.

RING specifies ring-indicator mode. Code RING=YES for V.25 bis.

V25BIS defines modem support for the V.25 bis protocol and identifies the line
control protocol for the dial operation (SDLC or start-stop). Once a connection is
established, the line runs in the mode defined by the LNCTL keyword.

DIALNO on the TERMINAL definition statement specifies the telephone number
used by NCP to call the device defined by the TERMINAL definition statement.

Sample Definition of V.25 Bis

Figure 5-3 on page 5-10 shows how to define the V.25 bis protocol for a start-stop
line with a start-stop modem and an SDLC modem. This example contains many
keywords that are explained in other sections of the book; however, they have been
included in this example for completeness. See “Devices Attached to NCP” on
page 5-26 and “Data Characteristics” on page 5-43 in this chapter or the following
topics for more information on these additional keywords:

e Chapter 9, “Block Handlers” on page 9-1

e “Timeouts” on page 20-7

e “Switched Lines” on page 21-15

e Chapter 18, “Teletypewriter Exchange Service” on page 18-1
e Chapter 24, “Network Performance” on page 24-1
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* DIALSET FOR CALLOUTS TO TWX DEVICES *
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*

SWITWX06 DIALSET LINES=LTWXO6R,
QLIMIT=0

Lines using this dialset

Don't allow multiple callouts
*

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* SWITCHED START-STOP LINK TO TWX DEVICES *

B R o R R S R R e R R R S L L S

*

GSSNTOR  GROUP ATTN=ENABLED,
CHAREC= (XOFF,8D) ,
CODE=ASCII,
DIAL=YES,
LNCTL=SS,
REPLYT0=23.5,
TEXTT0=23.5,
TYPE=NCP

*

LTWXO6R LINE ADDRESS=006,
AUTO=YES,
CALL=INOUT,
CLOCKNG=EXT,
CODE=ASCII,
DIALSET=SWITWX06,
DUPLEX=HALF,
ISTATUS=INACTIVE,
MONITOR=YES,
REDIAL=1,
RETRIES=(3,1,2),
RING=YES,
TERM=TWX,
USE=NCP,
V25BIS=(YES,DLSS)

*

TWX06D  TERMINAL BHSET=HEDIT16,
CRDLAY=YES,
CTERM=YES,

TERM=TWX,

Accept terminal attention signal
Message ending characters
Transmission code to be used
Switched 1line control

Start-stop Tine control

Timeout value for line group

Text timeout value for Tine group
Network control mode

Relative line number

Automatic calling device assumed
Incoming and outgoing calls specified
Modem provides clocking

ASCII transmission code

Reference to dial set definition
Half-duplex Tine transmission
VTAM-only keyword

Monitor for attention signal/disconnect
Number of redial operations

3 recovery attempts

Use ring-indicator mode of auto answer
Communicate with TWX device

Network control mode specified

V.25 modem using start-stop protocol

Specify name of block handler set

Delay processing of write operation
Definition of devices calling controller
Device type specified

FEATURE=(NOBREAK,ATTN) Break signal disallowed, attention

signal allowed

Figure 5-3. Example: Defining V.25 Bis

Limited Resource Sessions

When a session communicates over a switched link, it can be defined as a limited
resource session. A limited resource session permits a logical unit to automatically
deactivate a limited resource session without operator intervention as soon as there
is no more session data traveling over the link.

Code the following definition statement and keyword to provide NCP with the

authorization to support these sessions.

LINE LIMRES
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LIMRES on the LINE definition statement specifies that the line supports limited
resource sessions.

Shared Port Identification

Before a node and NCP communicate, VTAM must determine whether the node
and NCP can exchange information. VTAM compares the name of the node, con-
tained in the XID field, against a list of node names that it maintains. This list
indicates which nodes can communicate with NCP. VTAM creates the list from
information found on the PU definition statements in the VTAM switched major
node definition. Each PU definition statement represents one node that can
exchange data with NCP. Because many nodes in a nhetwork communicate with
NCP, there may be many PU definition statements in the VTAM switched major
node definitions.

Network design permits more nodes that can communicate with NCP than there are
NCP ports through which the nodes can pass data. Thus, many nodes share ports.
Shared port identification lets you assign a nhame to the NCP port through which the
node communicates and defines ports in the VTAM switched major node. Shared
port identification lets VTAM compare the NCP node name against its list of port
names. This sharing capability lessens the amount of comparing VTAM must do,
and, therefore, the number of PU definition statements required in the VTAM
switched major node definition.

Refer to VTAM Network Implementation Guide for information on how you describe
ports in the VTAM switched major node.

When all the ports have names and are fully defined by PU definition statements in
the VTAM switched major node definition, a node and NCP communicate in the
following manner:

1. A node calls NCP to initiate communication.

2. NCP exchanges the node name (found in the node XID) with the port name
and sends the port identification to VTAM.

3. VTAM checks the port identification against its list of port names.

4. If VTAM identifies the port as one that can communicate with NCP, VTAM
sends NCP permission to exchange data.

5. If the port name does not appear on the list, VTAM denies permission to NCP.

Code the following definition statement and keyword to provide NCP with the port
identification number.

LINE ID

ID on the LINE definition statement identifies the hexadecimal port number NCP
exchanges for the name of the node calling NCP through the port. Be sure the
number you choose for ID is unique within the network. ID must correspond to the
IDNUM and IDBLK keywords of the PU definition statement in the VTAM switched
major node definition. Read VTAM Resource Definition Reference for information
on coding VTAM switched major nodes.
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Attention: When NCP processes a request, it substitutes the port identification
you code for the node identification in the received XID before passing the XID to
the host for station identification. When you code ID, network awareness termi-
nates at the port. Also, the security provided when the host verifies the node name
is not possible. Therefore, security must be provided at the application level.

SSCP Monitor Mode Function

You can activate SDLC subarea links or peripheral links using the SSCP monitor
mode function (SMMF). SMMF enables an NCP that is not in session with an
SSCP to activate subarea links to other communication controllers and peripheral
links connected to non-type 4 physical units. Use SMMF to activate a subarea link
that performs a remote load or dump. See “Remote Loading and Activation of a
Link-Attached NCP” on page 12-29 for more information.

SMMF must be able to activate at least one subarea link, channel link, channel link
station, or ESCON link defined in your system generation definition or the NCP
generation process will fail.

The following sections describe how to use SMMF for different types of links.

SMMF for Nonswitched SDLC Subarea Links

5-12

You can use SMMF to activate a remote controller over nonswitched SDLC
subarea links. Code the following definition statement and keyword to provide NCP
with information about the nonswitched subarea link to be activated.

LINE MONLINK

MONLINK on the LINE definition statement specifies whether SMMF is to activate
and monitor subarea links with attached type 4 physical units. SMMF will contin-

uously monitor the link if you code MONLINK=CONTINUOQUS, even if an external
SSCP gains ownership of NCP. When SMMF continuously monitors a link, NCP

permits a maximum of seven other owners for that link.

Note: You can also activate Token-Ring subarea links and frame-relay subarea
links using SMMF.

Sample Coding for SMMF to Activate a Nonswitched SDLC

Subarea Link

Figure 5-4 on page 5-13 shows sample coding to define SMMF for a nonswitched
SDLC subarea link. Although SMMF activates the link, it releases the link when an
external SSCP takes ownership of the NCP.
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G25SNAL2 GROUP LNCTL=SDLC, SDLC Tline control

TYPE=NCP Lines operate in network control mode
*
L251028 LINE ADDRESS=(1028,FULL), Relative Tine number

MONLINK=YES SMMF activates Tink

*

P251028A PU PUTYPE=4, Physical unit type

Figure 5-4. Example: Defining SMMF for a Nonswitched SDLC Subarea Link

SMMF for Switched SDLC Subarea Links
Using SMMF, you can activate a remote controller attached to a switched subarea
link. If SMMF monitors a switched subarea link, identify valid calling stations by
building switched SMMF tables and providing pointers to those tables.

Code the following definition statements and keywords to provide NCP with infor-
mation about the switched subarea link to be activated and the SMMF table.

SWMMT IDNUM
MAXDATA
MAXOUT
NETID

LINE MONLINK
SWMMTID

SWMMT
IDNUM on the SWMMT definition statement provides unique identification of each
network. IDNUM is used for sender or receiver verification on each link. If you
code IDNUM, it must match the number of the sending station in the VTAM
switched major node.

Note: Call verification security is not supported for SMMF.

MAXDATA limits the maximum amount of data the link sends or receives in one
data transfer. Code MAXDATA to minimize the coordination problems among dif-
ferent line types if the line is part of a mixed-media MLTG. The limit you specify
includes one PIU or PIU segment and header information. See “MLTG Segment
Size” on page 12-23 for more information about how to calculate the correct
MAXDATA value for a line in a mixed-media MLTG.

MAXOUT specifies the number of PIUs that can be sent before NCP requests a
response.

NETID identifies the network that contains the adjacent link station. The NETID
name on the SWMMT definition statement must match the NETID name on the
NETWORK definition statement for that network.
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LINE

5-14

MONLINK on the LINE definition statement specifies whether SMMF is to activate
and monitor subarea links with attached type 4 physical units.

SWMMTID identifies the switched SMMF table. Code SWMMTID only for switched
subarea links. The name you assign to SWMMTID must also appear on the first
SWMMT definition statement.

Note: If you code SWMMTID, you must code MONLINK=CONTINUOUS or
MONLINK=YES.

Sample Coding for SMMF to Activate a Switched SDLC Subarea

Link

Figure 5-5 on page 5-15 shows sample coding to define a switched SDLC subarea
link using SMMF. The sample coding includes an SMMF table with three entries.
The first two entries are for links to subareas in network NETB and the third entry is
for a link to a subarea in the native network.
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*

SDLPRI

*

SDLSEC

*

SWMTAB

* ok X X

GRPPRI

*

GRPSEC

*

GRPCON

L1

L1PUl

L2

L2PU1

BUILD NETID=NETA,...

SYSCNTRL .

SDLCST GROUP=GRPPRI,
MODE=PRI

SDLCST GROUP=GRPSEC,
MODE=SEC

SWMMT IDNUM=12345,
NETID=NETB,
MAXOUT=5

SWMMT IDNUM=67890,
NETID=NETB,
MAXOUT=5

SWMMT IDNUM=ABCD If NETID omitted on SWMMT, it

defaults to the native network

If MAXOUT omitted on SWMMT, it

defaults to 7

GROUP  LNCTL=SDLC,
DIAL=NO,
MODE=PRI

GROUP  LNCTL=SDLC,
DIAL=NO,
MODE=SEC

GROUP  LNCTL=SDLC,
DIAL=YES,
PUTYPE=4,
SWMMTID=SWMTAB

LINE  IPL=YES,
MONLINK=CONTINUOUS,
SDLCST=(SDLPRI,SDLSEC),...

PU

LINE ~ MONLINK=YES,...

PU

Figure 5-5. Example: Defining a Switched SDLC Subarea Link

SMMF for Nonswitched SDLC Peripheral Devices

You can use SMMF to activate a peripheral device over a nonswitched SDLC
peripheral link. Code the following definition statements and keywords to provide

NCP with information about the physical unit to be activated.

PU

XMONLNK
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XMONLNK on the PU definition statement specifies whether SMMF is to activate
and monitor a nonswitched peripheral SDLC link.

Sample Coding for SMMF to Activate a Nonswitched Peripheral
Link

Figure 5-6 shows sample coding to define SMMF for a peripheral device attached
to a nonswitched SDLC link.

POO321A PU

XMONLNK=YES SMMF activates the Tink to the device

Figure 5-6. Example: Defining SMMF for a Nonswitched Peripheral Link

SMMF for Subarea Channel Links

5-16

Using SMMF, the subarea channel link activation function enables NCP to activate
and deactivate subarea channel links the same way that SDLC subarea links are
activated and deactivated. NCP can also use SMMF to activate channel links to
adjacent type 5 physical unit stations.

Code the following definition statements and keywords to provide NCP with infor-
mation about the subarea link to be activated and the action to be taken when an
error condition occurs.

LINE MONLINK

PU ANS

MONLINK on the LINE definition statement specifies whether SMMF is to activate
and monitor the channel link. Code MONLINK=CONTINUOUS or YES for channel
links.

ANS on the PU definition statement indicates whether the device continues to
operate if NCP enters automatic network shutdown (ANS). ANS=CONTINUE
causes NCP to continue to service the link station when automatic network shut-
down is initiated.

Sample Coding for SMMF to Activate a Subarea Channel Link
Figure 5-7 on page 5-17 shows sample coding for SMMF to activate a subarea
channel link.
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CAGROUP  GROUP LNCTL=CA

*

CALINE  LINE ADDRESS=0,

MONLINK=YES SMMF activates Tink
*
CAPU PU PUTYPE=5, Physical unit type
ANS=CONTINUE, Continue to monitor when NCP is in ANS

Figure 5-7. Example: SMMF Activating a Subarea Channel Link

SMMF for ESCON Links
Before SMMF can activate an ESCON link, it must first activate the physical line.
Code the following definition statement and keyword to enable SMMF to activate an
ESCON physical line.

PU XMONLNK

XMONLNK on the PU definition statement for the physical connection specifies
whether SMMF is to activate and monitor an ESCON physical line. Code
XMONLNK=YES when you define any ESCON physical line that is used to load
and activate NCP.

Code the following definition statement and keyword to enable SMMF to activate an
ESCON logical link once the physical line has been activated.

LINE MONLINK
PU ANS
MONLINK

MONLINK on the LINE definition statement specifies whether SMMF is to activate
an ESCON link. Code MONLINK=CONTINUOUS or MONLINK=YES. Code
XMONLNK=YES on the corresponding definition of any ESCON physical line that is
used to load and activate NCP. If you code XMONLNK=NO or MONLINK=NO, the
NCP load and activation will fail.

See “Using MOSS Extended to Configure ESCON Links” on page 4-22 for a
description of the MOSS-E IPL option and how it relates to the MONLINK and
XMONLNK keywords. See NCP and EP Reference for more information about
SMMF.

ANS on the PU definition statement indicates whether the device continues to
operate if NCP enters automatic network shutdown (ANS). Code ANS=CONTINUE
for channel-attached lines if PUTYPE=5.

MONLINK specifies whether SMMF is to activate the physical unit associated with
the ESCON link. This allows more control of ESCON resources that are supported
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by an IBM 3745-41A or 3745-61A operating in twin-in-dual or twin-in-backup mode.
See “Shared 3746 Model 900 Resources between Two NCPs” on page 3-7 for
more information. Table 5-1 on page 5-18 shows the MONLINK value you can
code on the PU definition statement depending on the MONLINK value coded on
the LINE definition statement.

Table 5-1. MONLINK Values for ESCON Links

If you code this on the Code this on the

LINE definition statement PU definition statement

MONLINK=YES MONLINK=YES
MONLINK=NO

MONLINK=CONTINUOUS MONLINK=YES
MONLINK=NO

MONLINK=NO MONLINK=NO

Sample Coding for SMMF to Activate an ESCON Link

Figure 5-8 on page 5-19 shows sample coding for SMMF to activate and monitor
an ESCON logical subarea channel link. NCP will continue to monitor the logical
link even when the link is in automatic network shutdown. MONLINK on the PU
defaults to YES because MONLINK=CONTINUOUS is specified on the LINE defi-
nition statement.
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R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
* ESCON PHYSICAL LINE 2240 *
B R e e R R R R R R o R R R R R R R R L R R R L e
*

G31RSOC1 GROUP LNCTL=CA,
MONLINK=NO,
SPEED=144000000,
SRT=(32768,32768),
XMONLNK=YES Physical Tine activated by SMMF

E o

*

A3152240 LINE ADDRESS=2240 ESCON physical Tine 2240

*

A31P2240 PU ANS=CONTINUE, *
PUTYPE=1

*
khhkkhhhkhhhkhhhhdrhhhhhhhdhhhhhhhhhhhdhhhdhhhhdhhhdrhdhhhdhhhdhrhdhhhhhdhhdhrrd
* ESCON LOGICAL LINE 1 GROUP 1 (ESCON PHYSICAL CHANNEL 2240) =
B R R R R R o R R R R R R R R R R R R R R R R R R R R R L R R R L e R
*

G31LSOC1 GROUP CASDL=0.0,
DELAY=0.2,
LNCTL=CA,
MAXPU=16,
PHYSRSC=A31P2240, Associate Togical with physical
PUDR=YES,
SPEED=144000000,
SRT=(20000,20000),
TIMEOUT=840.0,
TRANSFR=200

* % X ok 3k X X F F

*

A31S1L1 LINE ADDRESS=NONE, ESCON physical Tine 2240
HOSTLINK=1,
MONLINK=CONT Logical Tine activated by SMMF

* ok

*

A31S1P11 PU ADDR=01, Station 1, I/0 device UNITADD=01x
ANS=CONTINUE, Device continues when in ANS *
PUDR=NO, *
PUTYPE=5, Subarea host node *
TGN=1

Figure 5-8. Example: SMMF Activating an ESCON Link

Spare and Redefinable SDLC Lines

3745-attached SDLC peripheral lines can be generated as spare lines, as redefin-
able lines, or as neither. A spare line is not in use and cannot be activated. A
redefinable line can be activated and used.

Note: If you do not use NTuneMON, NTuneNCP, NetView, and VTAM, you can
never use the lines you generate as spare lines, and you cannot change redefin-
able lines to spare lines. Also, you cannot change the characteristics of your lines.

By generating spare and redefinable lines, you can use NTuneMON with
NTuneNCP to enable and disable the activation of physical lines from your commu-
nication controller without regenerating and reloading NCP. When you code spare
and redefinable lines, you define the characteristics of the physical line that will be
added to or removed from your communication controller.
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When you generate a spare line in NCP, you create a line address to which you
can later add a physical line. When you attach the new physical line, you use
NTuneMON with NTuneNCP to:

e Change its definition in NCP from a spare line to a redefinable line

¢ |f needed, change certain characteristics about the line that were generated in
NCP, such as the characteristics you define with the DUPLEX or CLOCKNG
keywords

e Activate the line.

A spare or redefinable line is assigned at generation time to a specific physical line
and cannot be changed to another physical line by using NTuneMON with
NTuneNCP.

When you remove from your communication controller a physical line that was gen-
erated as a redefinable line in NCP or that was changed from a spare line to a
redefinable line by using NTuneMON with NTuneNCP, you do not have to regen-
erate and reload NCP. Use NTuneMON with NTuneNCP to change it to a spare
line.

See the chapter in the NTuneMON User’s Guide about adding SDLC lines for infor-
mation about:

e Using NTuneMON for spare and redefinable lines

e Which line characteristics you can change using NTuneMON.

Code the following keywords to generate 3745-attached SDLC peripheral lines as
spare lines or redefinable lines.

LINE TYPE
USE

TYPE on the LINE definition statement defines whether the line will operate in
network control mode (TYPE=NCP), emulation mode (TYPE=EP), or both
(TYPE=PEP). Code TYPE=NCP.

USE defines whether the line is initially a spare line (USE=SPARE), a redefinable
line (USE=REDEF), or neither (USE=NCP). SPARE and REDEF are valid only if
the TYPE keyword is coded as TYPE=NCP.
Notes:

1. Code only one spare or redefinable line per GROUP definition statement.

2. You can change a spare line to a redefinable line, or a redefinable line to a
spare line, only if you include NTuneNCP in your NCP generation. If
NTuneNCP is not included, you will not be able to change spare lines to rede-
finable lines, and, consequently, will not be able to activate the lines.

3. A line defined as USE=NCP cannot be changed to a spare or redefinable line.

See the NTuneMON User’s Guide for more information about spare lines and rede-
finable lines.

5-20 NCP, SSP, EP Resource Definition Guide



Converting to 3746 Model 900 SDLC Resources

Converting Existing SDLC Resources to 3746 Model 900 SDLC

Resources

This section describes how to update your generation definition so that you can
move the attachments for existing SDLC lines from the IBM 3745 to the

3746 Model 900.

A line group cannot contain a mixture of SDLC lines attached directly to the IBM
3745 and to the 3746 Model 900. If you want to move some of the lines in an
existing SDLC group to the 3746 Model 900, you need to create a separate group

for those lines.

Figure 5-9 shows the definition of an SDLC line attached directly to the IBM 3745.

GAO3SDL1 GROUP LNCTL=SDLC,

TYPE=NCP

*

100321  LINE ADDRESS=1024,
CLOCKNG=EXT,
DUPLEX=FULL

*

POO321A PU

KRR IIAAAA A A Ak bk hhhhhhhhhhhhhhdhddhhkdh bk hhhhkhhhhhhhhhhhhhrhhdhdhrrhrrhrdrdsx

* SDLC LEASED LINE DEFINITIONS *

B R R R R R R T R R T R R R R R R R R S L T L R S

SDLC Tine control *
Operates in network control mode

Relative line number
Modem provides clocking *
Duplex Tine

Figure 5-9. Example: Converting an SDLC Line to a 3746 Model 900 SDLC Line (Before)

The following steps describe how to convert the definition shown in Figure 5-9 to a

3746 Model 900 SDLC line definition.

Change the value of ADDRESS on the LINE definition statement to a
3746 Model 900 line number. Refer to NCP, SSP, and EP Resource Defi-
nition Reference for a list of 3746 Model 900 line numbers.

H Add the SPEED keyword to the LINE definition statement. It is required for

3746 Model 900 lines.

Figure 5-10 shows the SDLC line definition after the conversion.

GAO3SDL1 GROUP LNCTL=SDLC,
TYPE=NCP

*

100321 LINE ADDRESS=2112,
CLOCKNG=EXT,
DUPLEX=FULL,
SPEED=1474560

*

POO321A PU

B R R R R R R S R R R R R S L L T L S

* 3746 MODEL 900-ATTACHED SDLC LEASED LINE DEFINITIONS *

R R R R R R R R S e e S e L e

SDLC Tine control *
Operates in network control mode

3746 Model 900 line address H -
Modem provides clocking *
Duplex line *
High speed line 2]

Figure 5-10. Example: Converting an SDLC Line to a 3746 Model 900 SDLC Line (After)
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Modems

This section describes the definition statements and keywords that define the oper-
ational and physical characteristics of all modems, including channelized modems,
attached to NCP. If you are using the LPDA function with your system’s modems,
see “Link Problem Determination Aid” on page 23-4 for additional information.

Code the following definition statement and keywords to provide NCP with informa-
tion about the data transmission rate and the operating characteristics of the
modem.

LINE DATRATE
NEWSYNC
NRZI
SPDSEL
SPEED

DATRATE specifies a high or low data rate for a dual rate modem.

NEWSYNC on the LINE definition statement determines whether the communi-
cation controller supplies the new-sync signal to the modem attached to the con-
troller for the SDLC or BSC link. Code NEWSYNC=YES to reduce the
line-turnaround time expended each time the direction of transmission on the link is
reversed. NCP can supply the new-sync signal when the following conditions are
true:

e The modem can respond to the new-sync signal.
e The link is a duplex link.
e More than one secondary modem is attached to the link.

If only one multipoint or point-to-point link-attached station is connected to the link,
code NEWSYNC=NO. If the controller sends the new-sync signal to such a station,
unpredictable results may occur when gathering link statistics. Consult the supplier
or installer of your modem for further information about the new-sync signal.

NRZI indicates whether the data terminal equipment at each end of the SDLC link
operates in non-return-to-zero change-on-ones (NRZI) mode or in non-return-to-
zero (NRZ) mode. NCP transmits data over an SDLC link in either NRZI or NRZ
format depending on the type of modems serving the line.

The modems at each end of the link must remain synchronized with each other for
the duration of message transmission. To remain synchronized, modems sensitive
to transitionless bit streams require bit transitions (0 to 1 or 1 to 0) at intervals in
the data stream. In NRZI mode, the data terminal equipment at each end of the
line introduces the appropriate transitions into the data stream. In NRZI mode,
sequences of zeros (000000...) are converted to alternating ones and zeros
(101010...), thus satisfying those modems sensitive to transitionless bit streams.

Certain other modems, however, are sensitive to just this alternating one-zero
pattern, rather than to transitionless bit streams. They lose synchronism if sub-
jected to one-zero patterns of sufficient length. If external (modem) clocking is
used for the link and the modems are sensitive to repeated binary one-zero pat-
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terns, NRZ mode is required. Consult the supplier or installer of your modems to
determine whether the modems are sensitive to repeated one-zero bit patterns.

Note: All devices on the same SDLC link must use the same encoding scheme.
Mixing modes on the same SDLC link prevents communication between the
devices on the link.

SPDSEL specifies whether the access method can change the data rate you code
for DATRATE.

SPEED defines the line speed. For valid SPEED values, see the manuals for your
modem.

Sample Modem Definition
Figure 5-11 shows the physical relationship of the modem to NCP.

NCP
L [:]
Local Remote
Modem Modem

Figure 5-11. Modem Configuration

Figure 5-12 shows sample coding to define the modem connection shown in
Figure 5-11. When the SPDSEL default is used, the data rate for the modem
cannot be changed by the access method.

L04068 LINE ADDRESS=(068,FULL), Relative 1ine number

NEWSYNC=NO, No new-sync signal sent to modem
NRZI=YES, DTE operates in NRZI mode (IBM modem)
SPEED=56000 Modem speed in bits per second

*

PO4068A PU

Figure 5-12. Example: Defining a Modem

Channelized Modems

Channelized modems, which are IBM modems with data multiplexing capability,
support multiple lines through one local and remote modem pair. All lines or chan-
nels using this pair of modems share a common physical interface, called the
channelized link, that connects the two modems. If you are using the LPDA func-
tion with channelized modems, see “Link Problem Determination Aid” on page 23-4
for additional information.

Code the following definition statement and keywords to provide NCP with informa-
tion about the channelized modem connection.

LINE CHNLZ
CORNUM
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CHNLZ specifies whether a line is attached to a channelized modem.

CORNUM defines a 2-byte correlation number for all the lines attached to a partic-
ular channelized modem. A maximum of four lines can have the same correlation
number in your NCP generation. Each data multiplex modem must have a unique
CORNUM. A maximum of four links can have the same CORNUM. You cannot
code lines with the same CORNUM as LPDA-1 and LPDA-2.

Note: Lines with different protocols (such as SDLC, BSC, or start-stop) can share
the same channelized modem. For start-stop lines, LPDA-2 is not supported.
However, if you specify LPDATS=NO, you can code the CHNLZ and CORNUM
keywords.

3746 Model 900 SDLC Lines: If you use a channelized modem, all lines must be
attached to either the 3746 Model 900 or the IBM 3745. You may not use a com-
bination of 3746 Model 900 lines and lines attached to the IBM 3745.

Sample Definition of a Channelized Modem
Figure 5-13 shows a channelized modem connection.

A A

B B

Local Remote

Channelized Channelized

Modem Modem —

Figure 5-13. Channelized Modem Configuration

Figure 5-14 shows sample coding to define the channelized modem shown in

Figure 5-13.

L06132 LINE ADDRESS=132, Relative Tine number
CHNLZ=YES, Modem with data multiplexer feature
CORNUM=1 Line correlation number
CHANLA=YES Attached to channel A
PORT=A Attached to port B

*

PO6132A PU

*

L06133 LINE ADDRESS=133, Relative Tine number
CHNLZ=YES, Modem with data multiplexer feature
CORNUM=1 Line correlation number
CHANLA=NO Not attached to channel A
PORT=B Attached to port B

*

PO6133A PU

Figure 5-14. Example: Defining a Channelized Modem
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Switched Network Backup

You can define an alternate link for NCP to use when it is unable to communicate
with a device over a nonswitched point-to-point or multipoint link. Code the fol-
lowing definition statements and keywords to provide NCP with information about
generating the backup option and an alternate dial set.

SYSCNTRL OPTIONS

LINE DIALALT

OPTIONS on the SYSCNTRL definition statement enables you to specify the
BACKUP option, which adds the switched network backup dynamic control facility
to the generated NCP.

DIALALT on the LINE definition statement identifies the alternate dial set your NCP
uses when it selects a backup BSC or start-stop link. Upon request from the
access method, NCP calls the device over a link named in the dial set you specify
for DIALALT. The links in the dial set must have the same characteristics as the
nonswitched link.

Sample Definition of Switched Network Backup
Figure 5-15 shows an example of switched network backup.

Nonswitched Link
NCP1 ] NCP2

Switched Network Backup

Figure 5-15. Switched Network Backup

Figure 5-16 shows sample coding to define the switched network backup shown in
Figure 5-15.

SYSCNTRL OPTIONS=(BACKUP, Switched network backup

khhkkhkkhkkhkkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhdhkhhkhkhhhhhhhhhhhhdhhhhhhhhdhhhhdkdk
* DIALSET FOR ALTERNATE DIAL INTO NCP2 *
khkhkkkhkhkhkhkhhhkhkhhhkhhhhkhkhhhhhhhkhkhhhhhhhhhhhhhhhkhhhhhhhhhhhhkhhhhkhkhhhkhkhhhkhdkd*k
*
SWITBSOO DIALSET LINES=L001002, Lines using this dialset

QLIMIT=0 Don't allow multiple callouts

*

Figure 5-16 (Part 1 of 2). Example: Defining Switched Network Backup
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B R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* ALTERNATE SWITCHED BSC LINK INTO NCP2 (DO NOT ACTIVATE) *

B R o S S R R R R S L 2
*

GAO1BS2A GROUP DIAL=YES, Switched Tines
LNCTL=BSC, BSC line control
TYPE=NCP Lines operate in network control mode

*

L001002 LINE ADDRESS=(002,HALF), Relative line number

AUT0=030, Relative Tine number of auto call unit
CALL=INOUT, Incoming and outgoing calls
CLOCKNG=EXT, Modem provides clocking
DIALSET=SWITBS00, Dialset for this Tine

DUPLEX=FULL Duplex Tine

*

POO1002A PU

*
Khhkhhkhkhhhkhhhhkhhhhhdhhhdhrhhhhhhdhhhrhhhhdhhhdhrhhhhhhdhhdrhhhhdhhhdrhhrhhrdhdkx
* NONSWITCHED BSC LINK TO NCP2 *
kkkhkkkkhkhkkkhhkkkhkkhkhhkkhkhkkhhkkhhkkhhkkhhkkhkkhkhhkkhhhkkhkhkkhkhkkhhkkhhkkhkkhkhhkkhkhkkkhkkhkhkkhkkkk*x
*
GAO1BS2 GROUP LNCTL=BSC, BSC Tine control

TYPE=NCP Lines operate in network control mode
*

L001003 LINE ADDRESS=(003,HALF), Relative Tine number

CLOCKNG=EXT, Modem provides clocking
DIALALT=SWITBS00, Alternate dialset if this link fails
DUPLEX=FULL Duplex line

*

POO1003A PU

Figure 5-16 (Part 2 of 2). Example: Defining Switched Network Backup

Devices Attached to NCP

The following sections describe the definition statements and keywords needed to
define the characteristics of link-attached devices to NCP.

BSC or Start-Stop Devices on Nonswitched Links

You can establish communication over a nonswitched link. Code the following defi-
nition statements and keywords to provide NCP with operational information about
the BSC or start-stop device and how to improve data transmission and recover
from errors.
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LINE CRRATE
LINESIZ

CLUSTER CUTYPE
FEATURE
LGRAPHS

TERMINAL ATTN
CONV
CRDLAY
DIRECTN
FANOUT
FEATURE
LGRAPHS
TERM
VPRINT

COMP ATTN
CONV
LGRAPHS

CRRATE on the LINE definition statement specifies the number of print positions
the carriage returns for each idle character NCP sends to any printers attached to a
start-stop link.

LINESIZ designates the length of the print line for any printers attached to the start-
stop link. If the printers attached to the link have differing line lengths, LINESIZ
must be the maximum length used by any printer on the link.

Note: The value of LINESIZ divided by the value of CRRATE equals the number
of idle characters sent by NCP. Select the values for LINESIZ and CRRATE to suit
the types of devices attached to the link. Too few idle characters following a car-
riage return character or a tab character do not provide sufficient time for the mech-
anism to reach the next printing position, resulting in random printing of text
characters on the print line. Too many characters cause excessive delay in the
resumption of printing, resulting in wasted time on the link.

CUTYPE on the CLUSTER definition statement specifies the model number of the
cluster controller used by the clustered station. A clustered BSC station is a col-
lection of devices that make up an IBM 3270 Information Display System or an IBM
2972 General Banking Terminal System. Define the individual devices that are
attached to the cluster controller by coding a TERMINAL definition statement for
each device.

FEATURE on the CLUSTER definition statement determines how NCP identifies a
BSC device that responds to a poll. If you code FEATURE=GPLKUP, NCP
searches a table that contains only addresses of devices in use on the cluster.
Otherwise, a TERMINAL definition statement must be generated for each of the
controller device addresses, even if there is no corresponding device.
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TERMINAL

FEATURE also specifies how NCP is to handle data received from an undefined
terminal in response to a BSC general poll. If you specify FEATURE=NOIGNORE,
the data will be discarded and the general poll will be terminated. If you specify
FEATURE=IGNORE, the data will be discarded and the general poll will continue.

LGRAPHS on the CLUSTER, TERMINAL, or COMP definition statement specifies
whether NCP accepts or rejects leading graphics sent by the clustered BSC control
unit for both read and write operations.

All TERMINAL definition statements defining BSC devices attached to the same
modem must appear consecutively.

ATTN on the TERMINAL definition statement specifies to NCP whether the atten-
tion signal of a BSC or start-stop device is enabled or disabled. If the signal is
enabled, an attention signal from the device causes NCP to cease transmission
and to notify the access method. If the signal is disabled, NCP ignores the signal.
Code ATTN on the TERMINAL and COMP definition statements if you define an
IBM 1050 Data Communication System terminal, an IBM 2741 Communication Ter-
minal, a TWX terminal, or a WTTY terminal.

CONYV on the TERMINAL and COMP definition statements indicates whether you
want the BSC or start-stop device to accept message data from NCP instead of a
positive response to a block of text the device has sent. This is called conversa-
tional response and occurs only if NCP has data to send. Otherwise, NCP sends
the usual positive response. Transmitting message data instead of a positive
response eliminates the turnaround time incurred when NCP sends a positive
response character followed by an addressing character to the device, then waits
for a response to the addressing character before sending message data to the
device.

CRDLAY enables NCP to delay executing a write operation after receiving a car-
riage return from a start-stop device. There is no delay if there is a READ
command queued in NCP as the next operation for the device. Use CRDLAY if
you define an IBM 1050 Data Communication System terminal; an IBM 2740 Com-
munication Terminal, Model 1; an IBM 2741 Communication Terminal; a TWX ter-
minal; or an MTA terminal.

DIRECTN specifies whether the BSC or start-stop device is to send data to NCP,
receive data from NCP, or both. If you specify that the device can send only, NCP
rejects any requests from the access method to transmit data to the device; if you
specify that the device can receive only, NCP rejects any requests from the access
method to accept data from the device.

FANOUT appears on the first TERMINAL definition statement in the sequence to
indicate the name of the last TERMINAL definition statement in the sequence.
Code FANOUT if you attach more than one BSC device to the same modem.

FEATURE on the TERMINAL definition statement specifies the machine features
with which certain BSC or start-stop devices can be equipped. The following fea-
tures can be installed on the devices listed:

e Transmit Interrupt.  IBM 1050 Data Communication System terminal, IBM
2741 Communication Terminal, IBM 3767 Communication Terminal in 2741
mode, TWX terminal, WTTY terminal, MTA terminal, 83B3 Selective Calling
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Station, and WU Plan 115A Outstation. If the device has this feature, NCP can
interrupt a transmission from the device by sending a break signal.

e Attention Signal. IBM 1050 Data Communication System terminal, IBM 2741
Communication Terminal, IBM 3767 Communication Terminal in 2741 mode,
TWX terminal, WTTY terminal, MTA terminal, 83B3 Selective Calling Station,
and WU Plan 115A Outstation. If the device has this feature, it can interrupt
NCP while it is sending data to the device. This is true for an IBM 1050 device
only if it is equipped with the receive interrupt feature. This is true for an IBM
2741 device or an IBM 3767 device (in 2741 mode) only if it is equipped with
the interrupt feature.

e Accelerated Carrier Return.  IBM 1050 Data Communication System terminal.
If the device has this feature, NCP sends fewer idle characters than it would if
the device did not have this feature. This saves a small amount of trans-
mission time whenever the new line (NL) character occurs in message data.

e Record Checking. IBM 2740 Communication Terminal. If the device has this
feature, it affects the command sequence NCP uses to communicate with the
device.

e Station Control. IBM 2740 Communication Terminal, Model 1. If the IBM
2740 device has this feature, it affects the command sequence NCP uses to
communicate with the device.

e Transmit Control. IBM 2740 Communication Terminal, Model 1. If the IBM
2740 device has this feature, it affects the command sequence NCP uses to
communicate with the device.

e Timeout Suppression. IBM 1050 Data Communication System terminal.

TERM defines the type of BSC or start-stop device. If you define a call-in logical-
connection station representing more than one type of BSC device, TERM specifies
any one of these types. A logical-connection station is a set of control blocks within
NCP representing all devices that send calls to NCP over a switched link.

VPRINT specifies whether the BSC or start-stop device is to be treated as a virtual
printer because it requires special printer processing, even though it is not a true
printer. The device must be defined as a graphics device.

Sample Definition of BSC or Start-Stop Devices on Nonswitched
Links

Figure 5-17 shows how BSC or start-stop devices are attached to nonswitched
links.

3277

—

3271

3277

O

Figure 5-17. BSC or Start-Stop Devices
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Figure 5-18 shows how to define the devices shown in Figure 5-17 on page 5-29.

CA03000 CLUSTER CUTYPE=3271 IBM model 3271 control unit

*

TAO3000A TERMINAL CONV=YES, NCP sends message block as a response
DIRECTN=INOUT, Sends and receives text
TERM=3277 Type of device to communicate with

*

TAO3000B TERMINAL CONV=YES, NCP sends message block as a response
TERM=3277 Type of device to communicate with

Figure 5-18. Example: Defining BSC or Start-Stop Devices on Nonswitched Links

BSC or TWX Devices Attached to Switched Links

You can define BSC or TWX devices on switched links. Code the following defi-
nition statements and keywords to provide NCP with information about the physical
connection, how to define and manage these devices, and how data is to be trans-
mitted. Code these definition statements and keywords in addition to those found
in “BSC or Start-Stop Devices on Nonswitched Links” on page 5-26.

BUILD CUID

IDLIST IDSEQ
MAXLEN
NOMATCH

TERMINAL CTERM
CUIDLEN
DIALNO
DIALSET
IDSEQ

BUILD
CUID on the BUILD definition statement defines the reply character sequence NCP
sends to BSC or TWX devices attached to switched links in response to a valid
device identification sequence. The reply characters are sent to each device for
which you code CUIDLEN on the TERMINAL or COMP definition statement. The
initial contact between NCP and a device is as follows:

1. The BSC device calls NCP by sending the identification sequence over a
switched link.

2. When NCP receives the identification sequence, it either checks it against an
internal list of valid IDs or sends it to the access method to check against its list
of valid IDs, depending on the IDSEQ value coded on the TERMINAL definition
statement.

3. If NCP does not recognize the sequence, it either breaks the link connection or
maintains the connection while it forwards the unrecognized ID to the access
method for checking. The action to be taken depends on the NOMATCH value
on the IDLIST definition statement.
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4. If the access method finds the ID valid, it signals NCP to continue message
transmission.

5. If the access method finds the ID invalid, it signals NCP to break the trans-
mission.

6. If the ID is validated, NCP sends the reply character sequence coded on the
CUID keyword.

IDSEQ on the IDLIST definition statement defines the identification sequence used
by each BSC or TWX device that can call NCP. It can also identify the TERMINAL
definition statement that defines the physical device associated with the identifica-
tion sequence. Code the EBCDIC ID in hexadecimal format.

MAXLEN specifies the maximum size of the list of identification sequences you
specify for IDSEQ. Code MAXLEN only if the access method uses the dynamic
control facility to add entries to the list or to increase the size of one or more
existing entries in the list. MAXLEN identifies the number of bytes in the list, not
the number of entries in the list, for a maximum of 256 bytes. It includes the
number of bytes in all list entries and the control field that precedes the list.

NOMATCH determines the action NCP takes if it receives an invalid identification
sequence from a calling BSC or TWX device, or if it receives no identification
sequence. The NCP response to the undefined sequence can be either to return
the invalid sequence to the access method or to break the link connection.

Note: Code IDSEQ, MAXLEN, and NOMATCH on the IDLIST definition statement
only for TCAM.

CTERM on the TERMINAL definition statement identifies a terminal that calls the
controller over a switched line. Code CTERM if the BSC or TWX device can only
send calls, or can both send and receive calls; omit CTERM if the device can only
receive calls. Code CTERM=YES to define a logical-connection station. Code
CTERM=YES on only one TERMINAL definition statement following the LINE defi-
nition statement that defines a switched line with attached call-in devices. If you
code CTERM=YES on this TERMINAL definition statement, do not use the name of
this TERMINAL definition statement as the keyword value in any other definition
statement.

CUIDLEN defines the length of the CUID sequence that NCP sends to the BSC or
TWX device.

DIALNO specifies the telephone number that NCP uses to call the BSC or TWX
device. The DIALNO value can be changed later, during the running of the
program, by means of the dynamic control facility. See NCP, SSP, and EP
Resource Definition Reference for specific information about NCP dialing proce-
dures.

DIALSET identifies the DIALSET definition statement that defines the set of links
used whenever NCP gets a callout request for this device. Code DIALSET if NCP
calls a BSC or TWX device. NCP attempts to call the device over one of the links
in the designated dial set.

IDSEQ specifies whether a BSC or TWX device sends an identification sequence
when it calls or is called by NCP and, if so, how NCP is to react to the sequence.
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Sample Definition of BSC or Start-Stop Devices on Switched
Links
Figure 5-19 shows how BSC and start-stop devices are attached to switched links.

E—

TWX06D

NCP Switched

—

TWXO06R
Figure 5-19. BSC or Start-Stop Devices Attached to Switched Telecommunication Links

Figure 5-20 shows how to define the devices shown in Figure 5-19.

B R R R R R R e S e T e e S S e S L e

* DIALSET FOR CALLOUTS TO TWX DEVICES *

B R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
*

SWITWX06 DIALSET .

*
B R R o e S R R e S S L L

* SWITCHED START-STOP LINK TO TWX DEVICES *

hhhkhkhhkhkhhkhhhkhhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhkhhkhhhkkhkhkkkx

TWX06D  TERMINAL ATTN=ENABLED, Enable attention signal

BHSET=HEDIT16, Specify name of block handler set
CRDLAY=YES, Delay processing of write operation
CTERM=YES, Devices defined to call controller
DIALSET=SWITWX06, Reference to dialset definition
TERM=TWX, Device type specified

FEATURE=(NOBREAK,ATTN) Break signal disallowed,
attention signal allowed
*

TWX06R  TERMINAL ATTN=ENABLED, Enable attention signal

BHSET=HEDIT16, Specify name of block handler set
CRDLAY=YES, Delay processing of write operation
CTERM=NO, No devices defined to call controller

DIALNO=CRN47583, EBCDIC dial digits
DIALSET=SWITWX06, Reference to dialset definition
TERM=TWX, Device type specified
FEATURE=(NOBREAK,ATTN) Break signal disallowed,
attention signal allowed

Figure 5-20. Example: Defining BSC and Start-Stop Devices on Switched Links
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BSC Devices and VTAM
The following keywords are processed when VTAM processes the NCP NEWDEFN
file. Use these keywords on the LINE, CLUSTER, and TERMINAL definition state-
ments if the clustered BSC 3270 station can be owned by VTAM. See VTAM
Resource Definition Reference for a description of these keywords.

LINE PU
SECNET

CLUSTER DISCNT
VPACING

TERMINAL ASLENT
ASLTAB
DLOGMOD
FEATUR2
ISTATUS
LOGAPPL
LOGTAB
MDLENT
MDLTAB
MODETAB
USSTAB

SDLC Devices on Nonswitched Links

Code the following definition statements and keywords to define an SDLC device
attached to a nonswitched link.

PU ADDR
BNNSUP
PUTYPE

LU LOCADDR

Define an SDLC device to NCP by providing NCP with the physical and logical
address of the device and the type of physical unit.

ADDR on the PU definition statement defines the physical address of the device.
Code the hexadecimal representation of the 8-bit address of the device.

BNNSUP specifies that the SDLC device is a type 1 physical unit IBM 3270 Infor-
mation Display System attached to a nonswitched SDLC link.

PUTYPE defines the physical unit type of the SDLC device. Refer to the documen-
tation for your particular device if you are not sure of the device type. If you define
an NCP that is connected to another NCP, PUTYPE specifies that there is a link
station to an adjacent communication controller. Read Chapter 12 and in particular
“Subarea Links and Link Stations” on page 12-1 for information on link stations.
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LOCADDR on the LU definition statement specifies the decimal address of the
logical unit associated with the SDLC device; code LOCADDR=0 to define an inde-
pendent logical unit. See Chapter 8 for more information about independent logical
units.

Sample Definition of SDLC Devices on Nonswitched Links
Figure 5-21 shows how SDLC devices can be attached to nonswitched links.

PU Type 1

Nonswitched SDLC Link

Figure 5-21. SDLC Devices Attached to Nonswitched Telecommunication Links

Figure 5-22 shows how to define the devices shown in Figure 5-21.

POO321A PU ADDR=C1, Hexadecimal physical unit address
BNNSUP=3270, IBM 3270 device
MAXDATA=256, 256 bytes in a PIU
PUTYPE=1 Physical unit type

*

L003021A LU LOCADDR=0 Independent logical unit

*

L003021B LU LOCADDR=1 Local address of logical unit

Figure 5-22. Example: Defining SDLC Devices Attached to Nonswitched Links

SDLC Devices on Switched Links

5-34

Code the following definition statements and keywords to provide NCP with logical
unit control block information and with information about the device.

LUDRPOOL NUMILU
NUMTYP1
NUMTYP2

PU PUTYPE
MAXLU

NUMILU on the LUDRPOOL definition statement defines the number of inde-
pendent logical units eligible for dynamic reconfiguration. NUMTYP1 defines the
number of dependent logical units eligible for dynamic reconfiguration under type 1
physical units. NUMTYP2 defines the number of dependent logical units eligible for
dynamic reconfiguration under type 2 or type 2.1 physical units. The values of
NUMILU, NUMTYP1, and NUMTYP2 are used to create empty control blocks in
logical unit control block pools. The control blocks get used when new logical units
are added to SDLC devices attached to NCP.
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Notes:

1. The NUMILU, NUMTYP1, and NUMTYP2 keywords each create control blocks

in several control block pools. Some of these control blocks are in the same
pools, some are not.

For the LUB control block pool, for example, the values of NUMILU, NUMTYP1,
and NUMTYP2 are added together to form a single pool of resources. A result
of this is that you may be able to dynamically add more logical units for type 2
physical units than what you defined on the NUMTYP2 keyword. This is
because the LUBs and the other control blocks created for NUMTYP2 are also
created for NUMTYP1. But, you will not be able to dynamically add more
logical units for type 1 physical units than what you defined on the NUMTYP1
keyword (see note 2 for an exception). This is because the LTX control block

pool is created only for the NUMTYP1 keyword. See the chapter on control
block management in the NCP and EP Reference for detailed information on

the control blocks created from the NUMILU, NUMTYP1, and NUMTYP2
keywords.

2. You can cause NCP to dynamically create additional logical unit resources
supplement those defined by NUMILU, NUMTYP1, and NUMTYP2 when
needed. See “Dynamically Created Control Blocks” on page 2-10 for more
information.

to

PUTYPE on the PU definition statement defines the physical unit type of the SDLC

device. Refer to the documentation for your particular device if you are not sur
your physical unit device type. If you are defining an NCP that is connected to
another NCP, PUTYPE specifies that there is a link station to the adjacent com

e of

mu-

nication controller. Read Chapter 12 and in particular “Subarea Links and Link

Stations” on page 12-1 for information on link stations.

MAXLU specifies the maximum number of logical units to be associated with an
SDLC device. MAXLU should represent the actual number of logical units associ-
ated with the SDLC device plus the number of logical units you expect to add to the
SDLC device using dynamic reconfiguration. MAXLU is not supported if you code

VIRTUAL=NO on the GROUP definition statement.

Sample Definition of SDLC Devices on Switched Links
Figure 5-23 shows how SDLC devices are attached to switched links.

PU Type 1 or 2

Up to 12 LUs

Supported

NCP Switched SDLC Link

Figure 5-23. SDLC Devices Attached to Switched Telecommunication Links

Figure 5-24 on page 5-36 shows how to define the SDLC devices shown in
Figure 5-23. The SDLC device definition falls under a line group that does not

support programmed resources (VIRTUAL=NO); therefore, MAXLU is not required

on the PU definition statement.
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LUDRPOOL NUMTYP1=12, 12 LUs for type 1 PUs
NUMTYP2=12 12 LUs for type 2 PUs

Switched SDLC 1ink to SDLC device
definitions

POO324A PU PUTYPE=(1,2) Type 1 and 2 PUs supported

Figure 5-24. Example: Defining SDLC Devices on Switched Telecommunication Links

SDLC Devices and VTAM

The following keywords are processed for SDLC devices when VTAM processes
the NCP NEWDEFN file. Use these keywords on the LUPOOL, PU, and LU defi-
nition statements if the SDLC device can be owned by VTAM. See VTAM
Resource Definition Reference for a description of these keywords.

LUPOOL OWNER

PU DISCNT
DLOGMOD
ENCR
FEATUR2
INNPORT
ISTATUS
LOGAPPL
LOGTAB
MODETAB
SPAN
SSCPFM
TERM
USSTAB
VPACING

LU ASLENT
ASLTAB
DLOGMOD
ENCR
FEATUR2
ISTATUS
LOGAPPL
LOGTAB
MDLENT
MDLTAB
MODETAB
SPAN
SSCPFM
TERM
USSTAB
VPACING
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Maximum Number of Sessions to Maintain

NCP is able to maintain multiple concurrent sessions over a multipoint BSC or
start-stop line. Code the following definition statement and keyword to provide NCP
with information about the number of concurrent sessions.

LINE SESSION

SESSION on the LINE definition statement defines the number of concurrent ses-
sions you want NCP to maintain on a nonswitched multipoint BSC or start-stop link.
NCP not only limits the number of sessions to the number you code, but also tries
to maintain that many sessions to make maximum use of the link. The number of
sessions will be less than the number you code whenever NCP has requests for
fewer devices, or whenever fewer devices are ready to communicate with the
access method.

Note: SESSION does not limit the number of sessions on the link if clustered BSC
stations are attached and the cluster controller uses general polling to solicit input
from its attached devices. NCP cannot control the number of devices that respond
to a general poll by the cluster controller, and a separate session is established
with each device that responds. However, for clustered BSC IBM 3270 Information
Display System stations, be sure the session limit equals the sum of the number of
cluster controllers and the number of devices attached to the link.

Polling and Addressing

NCP uses device polling to survey attached devices in a user-defined priority to see
if they have data to transmit. Polling characters must be sent and buffers allocated
for the PIUs transmitted by attached devices.

Code the following definition statements and keywords to provide NCP with infor-
mation about these polling and addressing specifications.
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GROUP

LINE

GROUP RNRLIMT
LINE AVGPB
HDXSP
PAUSE
POLIMIT
POLLED
SERVICE ORDER
CLUSTER GPOLL

TERMINAL ADDR

POLL
SESSREQ
COMP ADDR
POLL
PU AVGPB

Define polling and addressing by providing NCP with information about how to poll
and address various devices, the physical connections, and how to improve per-
formance.

RNRLIMT on the GROUP definition statement specifies how long a given station
can reject data before NCP identifies the station as inoperative. For example, a
station is considered inoperative if it responds with a receive-not-ready (RNR)
command to every poll sent by NCP during the interval defined. RNRLIMT is not
valid if you code LEVEL2 or LNCTL=USER on the GROUP definition statement.

AVGPB on the LINE definition statement controls the use of buffers when NCP
buffer space is limited and it controls the number of buffers allocated at one time.
Code AVGPSB if the link is a nonswitched multipoint link with attached BSC or start-
stop devices. You can also code AVGPB on the PU definition statement if SDLC
devices are defined.

NCP maintains a count of the number of buffers that are likely to be required to
complete operations in progress. Before a device is polled, NCP requests addi-
tional buffers. When the requested buffers are filled, NCP makes a new request. If
the sum of this count and the number of buffers actually allocated becomes too
large, NCP limits the start of new operations and queues new requests. NCP stops
polling and sends receive-not-ready (RNR) commands as requests fail.

AVGPB determines the size of the request to add buffers to the count. If NCP
makes the request because the last buffer request is exhausted, the size of the
request represents the number of buffers required to hold the number of bytes
defined for AVGPB. If NCP requests the buffers before a poll, the size represents
the number of buffers used to hold the PIUs received in response to the last poll,
as long as that number falls between one and the number of buffers required to
hold the number of bytes defined by AVGPB. If NCP receives no data, it uses one
buffer. If NCP receives more bytes than you defined on the AVGPB keyword, it
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uses the number of buffers required to hold the number of bytes defined by
AVGPB.

The size of a request also affects the number of buffers allocated to the device at
one time. If the size is smaller than the value coded for TRANSFR on the LINE or
BUILD definition statement, all of the buffers are allocated at one time. If buffer
space is not a limited resource, the performance of NCP usually improves by allo-
cating more buffers at one time.

The size of a request has two significant effects on the performance of NCP:

e The size of the request controls the allocation of buffers when unused NCP
buffer space is limited. NCP performance can improve if the AVGPB value is
equal to the size of the largest PIUs that NCP receives from a device.

e The size of the request controls how much NCP buffer space is allocated to a
device at one time. The allocation is determined by the value of AVGPB
unless this value is greater than the space occupied by the number of buffers
coded for TRANSFR on the LINE or BUILD definition statement. If this device
is connected to NCP by a high-speed subarea link, and buffer space is not a
limiting resource to NCP, NCP performs better if the value for AVGPB is as
large as the space held by the number of buffers coded on TRANSFR.

3746 Model 900 SDLC Lines: The 3746 Model 900 performs NCP data link
control functions, including polling. As a result, AVGPB is ignored for
3746 Model 900 SDLC lines.

HDXSP specifies half-duplex transmission mode. Code HDXSP=YES to cause the
SDLC link to transfer data in half-duplex mode when more than one device is
attached. Half-duplex transmission mode permits NCP to send data to a device as
soon as possible instead of in the priority determined by the service order table.

PAUSE specifies the delay in seconds between successive polling cycles. If a
pause occurs when activity on a link is relatively low, it can reduce the amount of
processing time used for unproductive polling. A large number of active entries in
the SOT increases the likelihood that polling cycles will proceed continuously
without intervening pauses.

Notes:

1. For BSC and start-stop links, code PAUSE only if the devices attached to the
link must be polled and addressed. PAUSE specifies the delay between suc-
cessive polling cycles when no sessions currently exist. If you do not code
PAUSE, there is no delay between successive cycles. When at least one new
session is established, the pause is disabled rather than cause a delay in
session servicing.

2. For SDLC links, PAUSE specifies the average duration of the polling cycle.
The polling cycle extends from the moment NCP examines the first entry in the
SOT to the moment polling begins for the same entry in the next cycle. It
includes time for polling, reading from, and writing to the devices on the link. If
the time expended in a complete polling cycle (servicing all active entries in the
SOT) equals or exceeds the PAUSE value, the next polling cycle begins imme-
diately. If the time expended in a complete polling cycle is less than the
PAUSE value, the beginning of the next polling cycle is delayed until the
PAUSE time has elapsed. During a pause, the link is in poll-wait state; any
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SERVICE

outgoing data ready for transmission to the SDLC devices on the link is sent
during this pause.

The REPLYTO value in the primary NCP should be longer than the PAUSE value
in the secondary NCP for subarea links. For large subarea configurations, the
PAUSE value for the secondary state should be at least 0.5 seconds.

POLIMIT specifies the number of consecutive negative responses to polling that
NCP accepts, and the action NCP takes if this number is reached. Code POLIMIT
if the link is a nonswitched multipoint link. NCP can take the following actions:

¢ Maintain the logical connection, notify the access method that the negative
response limit has been reached, and wait for another request from the access
method before performing any further action on the link.

e Break the logical connection, notify the access method that it has done so, and
terminate the current read request.

e Break the logical connection, notify the access method that it has done so, and
gueue the current read request onto the beginning of the device queue.

POLLED specifies whether BSC or start-stop devices attached to a link are to be
polled and addressed. Code ADDR and POLL on the TERMINAL definition state-
ment to define unique polling and addressing characters or sequences for each
device. To receive data from a particular device, NCP sends it the polling char-
acter you assign to the device. When the device receives this character, it unlocks
its keyboard to permit the operator to enter data or activate an input component.
Similarly, to send data to the device, NCP sends it the addressing character you
assign to the device. This signals the device to be ready to receive data from
NCP.

If a device has more than one input component, such as a card reader or tape
reader, as well as a keyboard, you can specify unique polling characters or
sequences for each component by using POLL on the COMP definition statement.
This lets NCP solicit data from individual components. Likewise, if the device has
more than one output component, such as a display unit, a card or tape punch, and
a printer, you can specify a unique addressing character or sequence for each
component by using ADDR on the COMP definition statement.

Note: A device with multiple 1/O components requires only one TERMINAL defi-
nition statement if the device has common polling and addressing capability. For
example, an IBM 1050 Data Communication System device uses 0 for the common
polling character and 9 for the common addressing character. Code POLL and
ADDR on the TERMINAL definition statement to define the common polling and
addressing characters.

ORDER on the SERVICE definition statement specifies the sequence of the entries
in the service order table for nonswitched links and whether NCP is to make more
than one poll per cycle. Upon request from the access method, NCP attempts to
establish sessions with devices and components in the same sequence as their
respective entries appear in the service order table. If you do not specify ORDER,
the NCP/EP definition facility (NDF) builds a service order table with entries in the
order of device definition in the system generation definition.

3746 Model 900 SDLC Lines: The 3746 Model 900 assigns a polling weight
based on the number of times a station is defined in the service order table. If
ORDER is not specified, a value of one is used for each station. For example,
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ORDER=(S1,S2,S3,51,51,51,51,S2) results in the following polling sequence:
S$1,52,S3,51,52,51,S1,S1. S1 has a polling weight of 5. S2 has a polling weight
of 2. S3 has a polling weight of 1.

GPOLL on the CLUSTER definition statement defines the general polling charac-
ters to be used when NCP polls a cluster controller with attached BSC devices. A
general poll enables the cluster controller to respond when data has been collected
and queued from attached devices. If you do not define general polling characters,
NCP must poll each device individually.

ADDR on the TERMINAL definition statement specifies the hexadecimal address of
a BSC or start-stop device.

POLL specifies the hexadecimal polling character you assign to a BSC or start-stop
device.

SESSREQ specifies whether a session must exist before NCP polls the device for
data. SESSREQ=YES is recommended for environments where the application
directly initiates the sessions.

ADDR on the COMP definition statement specifies the hexadecimal address of the
output component of a BSC or start-stop device. You do not need to code ADDR if
the device is used for input only.

POLL specifies the hexadecimal polling character you assign to the input compo-
nent of a BSC or start-stop device. You do not have to code POLL if the device is
used for output only.

Sample Definition of Polling and Addressing Specifications

Figure 5-25 on page 5-42 shows how to define a polling sequence and addresses
for attached devices.
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GAG3BSC1 GROUP LNCTL=BSC, BSC Tine control
TYPE=NCP Lines operate in network control mode
*
LAO3000 LINE ADDRESS=000, Relative Tine number
AVGPB=150, 150 bytes expected when polled
POLIMIT=(10,QUEUE), Negative poll response, request queued
POLLED=YES, Polled Tlines
SESSION=3 3 concurrent sessions

SERVICE ORDER=(CA03000,TA03000A,TAO3000B) Order of line service

*

CAG3000 CLUSTER CUTYPE=3271, IBM Model 3271 control unit
GPOLL=40407F7F Define general polling characters

*

TAO3000A TERMINAL ADDR=60604040, Hexadecimal terminal address
CONV=YES, NCP sends message block as a response
DIRECTN=INOUT, Sends and receives text
POLL=40404040, Device polling characters
TERM=3277 Type of device to communicate with

*

TAO3000B TERMINAL ADDR=6060C1C1, Hexadecimal terminal address
CONV=YES, NCP sends message block as a response
POLL=4040C1C1, Device polling characters
TERM=3277 Type of device to communicate with

Figure 5-25. Example: Defining Polling and Addressing

IBM 3174 Group Poll

5-42

Group polling is a process that sends a single poll to one collection point for a
group of stations, inviting a response from any station in the group that has data to
send. The IBM 3174 group poll function improves performance for IBM Token-Ring
Networks when an IBM 3174 controller acts as a gateway for a Token-Ring network
connected to NCP over an SDLC link.

Code the following keywords to provide NCP with information about the group
address and the physical connection of the link.

PU GP3174
MODULO
PUTYPE

GP3174 on the PU definition statement assigns a group address to the IBM 3174
controller. This keyword indicates that an Unnumbered Poll (UP) SDLC frame con-
taining the group address can be answered by any station associated with the
group. You can define a group address only for nonswitched SDLC lines. PU
definition statements that include the GP3174 keyword do not have to be coded
consecutively. A multipoint line with devices that are not group polled can require a
user-defined service order sequence to maximize performance.

MODULO specifies how many information frames are to be sent to a device before
a response is required. Code MODULO=8 when you define a group address.

PUTYPE defines the SDLC physical unit type. Code PUTYPE=2 when you define
group polling.
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Sample Definition of IBM 3174 Group Polling
Figure 5-26 shows how to define group polling.

GRPOLL  GROUP LNCTL=SDLC, SDLC Tine control
DIAL=NO Lines are not switched

*

B75S16  LINE ADDRESS=(016,FULL), Relative Tine number
CLOCKNG=EXT, Modem provides clocking
DUPLEX=FULL, Duplex line
MODULO=8, Line operating as modulo 8 Tine
PAUSE=2.0, 2-second pause between polls
MODETAB=NRFLOG, VTAM-only keyword
NRZI=NO, DTE not in NRZI mode
TRANSFR=20, 20 NCP buffers for receiving data
USSTAB=AUSSTAB VTAM-only keyword

*

B75P16C1 PU ADDR=C1, Hexadecimal physical unit address
GP3174=A1 3174 group poll address is Al
PUTYPE=2 Physical unit type

*

B75L162A LU LOCADDR=2 Local address of logical unit

*

B75L162B LU LOCADDR=3 Local address of logical unit

Figure 5-26. Example: Defining the IBM 3174 Group Poll

Data Characteristics

Data characteristics must be defined to NCP so that NCP can convert other data
formats into EBCDIC for internal processing and provide a transmission control
scheme for the data.

Code the following definition statements and keywords to provide NCP with infor-
mation about the transmission code to be used and the transmission control char-

acters.
LINE CODE
CLUSTER ITBMODE
TERMINAL ITBMODE
COMP ITBMODE

LINE
CODE on the LINE definition statement specifies the transmission code used with
BSC or start-stop devices attached to the link. NCP translates outgoing data from
its internal processing code, EBCDIC, into the specified code, or it translates
incoming data from the specified code into EBCDIC. NCP does not perform code
translation for a link operating in emulation mode. Emulation mode data is sent in
the same transmission code in which it is received.

Chapter 5. NCP and Link-Attached Devices 5-43



Data Characteristics

CLUSTER

TERMINAL

COMP

Notes:

1. For BSC links, specify the presentation scheme and transmission code to use
because the two values are related for BSC devices. CODE identifies the pres-
entation scheme NCP is to use and, for BSC links operating in emulation
mode, the transmission code (EBCDIC or ASCII) to be used. If you have a
3270 or 3275 BSC link using ASCII transmission code, the 3275 does the char-
acter code translation.

2. For start-stop links, the transmission code used on a multipoint link must be the
same for all devices attached to that link. A translation table within NCP is
associated with each transmission code. NCP and EP Reference Summary
and Data Areas, Volume 2, defines the contents of the translation tables. For
start-stop links operating in emulation mode, NCP does not need to know the
transmission code used.

ITBMODE on the CLUSTER definition statement specifies whether NCP is to insert
and delete error-information-block (EIB) characters following each intermediate-text-
block (ITB) character received from or sent to the cluster controller.

ITBMODE on the TERMINAL definition statement specifies whether NCP is to
insert and delete EIB characters following each ITB character received from or sent
to the BSC device.

ITBMODE on the COMP definition statement specifies whether NCP is to insert and
delete EIB characters following each ITB character received from or sent to the
input or output component of the BSC device.

In all cases, ITBMODE determines whether each ITB character received from or
sent to the access method is followed by an EIB character. If you specify insertion
of EIBs for data sent to the host, the application program in the host processor can
scan the error information byte of the ITB to determine whether an error occurred in
the intermediate block. If you specify that each ITB character received from the
access method is followed by an EIB character, NCP removes the first character
following each ITB it detects.

Sample Definition of Data Characteristics
Figure 5-27 on page 5-45 shows how to define data characteristics to NCP.
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GAO1BS2 GROUP LNCTL=BSC, BSC Tine control
TYPE=NCP Lines operate in network control mode

*

L001003 LINE ADDRESS=(003,HALF), Relative line number
CODE=EBCDIC, Transmission code is EBCDIC
CLOCKNG=EXT, Modem provides clocking
DUPLEX=FULL Duplex Tine

*

CA03000 CLUSTER CUTYPE=3271 IBM model 3271 control unit

*

TAO3000A TERMINAL CONV=YES, NCP sends message block as a response
DIRECTN=INOUT, Sends and receives text
TERM=3277 Type of device to communicate with

*

TAO3000B TERMINAL CONV=YES, NCP sends message block as a response
TERM=3277 Type of device to communicate with

Figure 5-27. Example: Defining Data Characteristics

End of Transmission

NCP is notified that data transmission is complete for start-stop devices when it
encounters an end-of-transmission character. Code the following definition state-
ments and keywords to provide NCP with information about the character used to
end data transmission.

TERMINAL ENDTRNS

COMP ENDTRNS

ENDTRNS on the TERMINAL definition statement specifies whether NCP considers
a transmission from the start-stop device terminated by either an end-of-
transmission (EOT) character or an end-of-block (EOB) character.

ENDTRNS on the COMP definition statement specifies whether NCP considers a
transmission from the input or output component of the start-stop device terminated
by either an EOT or an EOB character.

Sample Definition of End of Transmission
Figure 5-28 shows how to define an end-of-transmission character.

TAO4000A TERMINAL ENDTRNS=EOB Transmission ended by EOB character

Figure 5-28. Example: Defining the End of Transmission
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When NCP sends multiple data blocks to the same device, it waits after sending
each block before sending the next block. This gives the receiving device time to
print the contents of its buffer before it receives the next block. The following are
buffered BSC devices that receive incoming data into buffers at a high speed and
then present the data at a much slower speed:

e |IBM 2740 Communication Terminal (Model 2)
e |IBM 2770 Data Communications System

e |IBM 3275 Display Station

e IBM 3284 Printer

e IBM 3286 Printer

e |BM 3780 Data Communications Terminal.

Code the following definition statement and keyword to provide information to NCP
about the interval between successive transmissions for buffered devices.

TERMINAL BFRDLAY

BFRDLAY on the TERMINAL definition statement specifies how long NCP waits
after sending a block of data to the device before sending the next one. If the
buffered device is attached to a nonswitched multipoint link, NCP can use the time
the link would otherwise be idle to communicate with other devices. At any given
moment NCP can send data to one of several devices while the others display or
print data received earlier. Code BFRDLAY if a device is a buffered device and is
attached to a nonswitched multipoint link.

Sample Definition of Delay between Successive Transmissions
Figure 5-29 shows how to define the delay between successive transmissions to
buffered devices.

TAO5000A TERMINAL BFRDLAY=20, Delay 20 seconds between transmissions
TERM=3275 Type of device to communicate with

Figure 5-29. Example: Defining the Delay between Successive Transmissions
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Chapter 6. Token-Ring Resources

NCP Token-Ring support enables NCP to function as a node in an IBM Token-Ring
Network using Institute of Electrical and Electronic Engineers (IEEE) standard
802.5. NCP Token-Ring resources provide logical point-to-point connections
between NCP and other nodes in the network.

NCP supports NCP/Token-Ring interconnection (NTRI) using the type 1 and type 2
TICs. NCP also supports a Token-Ring attachment through the 3746 Model 900
connectivity subsystem (CSS) using the type 3 TIC. The 3746 Model 900
improves NCP performance by performing NCP data link control functions. To use
a 3746 Model 900, you need to obtain a license for the NCP 3746 Model 900
Feature from IBM.

See “3746 Model 900 Connectivity Subsystem” on page 3-6 for an introduction to
the 3746 Model 900. For more information about how to define an NCP gener-
ation definition that includes 3746 Model 900 Token-Ring resources, see “Defining
the NCP Environment” on page 2-5.

Frame-Relay and Internet-Protocol (IP) Support over Token-Ring Resources:

You can switch frame-relay frames and route IP datagrams over NTRI attachments
through a type 1 or type 2 TIC. NCP can communicate simultaneously over a
NTRI physical line with SNA devices using a connection-oriented protocol, with
internet devices using a connectionless protocol, and with another NTRI frame
handler switch using a connectionless protocol.

Use this chapter when defining SNA logical lines using NTRI physical lines. Refer
to “Defining NTRI Attachments for IP” on page 15-31 or “Defining NTRI Attach-
ments for a Frame-Relay Network” on page 16-63 when defining internet or frame-
relay support for NTRI attachments. Refer to “Defining an Internal NCP to Model
900 Point-to-Point IP Connection” on page 15-39 when defining an internal point-
to-point IP connection between the 3745 router and the 3746 Model 900 router.

NTRI provides guaranteed bandwidth for the specified Token Ring physical
resources that represent distinct protocols (for example, SNA or IP). COMRATE,
defined for each protocol, is used to disperse a percentage of the physical line’s
total bandwidth to each protocol. The SNA protocol's bandwidth is allocated a
frame at a time to all of the SNA logical links, in a round robin fashion. In compar-
ison, the IP protocol’s bandwidth is allocated first-in first-out (FIFO). A percentage
of the frame relay protocol’'s bandwidth is dispersed among the associated NTRI
frame handler logical lines, and each frame handler logical line’s bandwidth is dis-
persed to its frame handler stations.

You will understand this chapter better if you are familiar with the terminology used
to describe types of connections.

Type of
Connection Description

Physical The physical connection of NCP to the Token Ring is a non-
switched duplex line. Define one physical line for each Token-
Ring interface coupler.
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Logical

Peripheral

Subarea

Frame Handler

Local

Remote

Remote LAN

The logical connection of NCP to a Token-Ring station is a half-
duplex line. Define the logical connection as peripheral or subarea
based on the node type of the station connected to it. The logical
connection is determined to be local or remote based on the
Token-Ring network topology.

The connection between NCP and a peripheral node (a type 2 or
type 2.1 physical unit) is a switched line.

The connection between NCP and a subarea node (a type 4 or
type 5 physical unit) is a nonswitched line.

The connection between NCP (a type 1 physical unit) and a desti-
nation NCP (a type 1 physical unit) to which frame-relay frames
can be switched is a nonswitched line.

A local connection is a logical connection to a station on the same
ring segment.

A remote connection is a logical connection to a station on a dif-
ferent ring segment, connected by way of one or more bridges.

A remote LAN is a remote connection that includes a remote
bridge (split bridge), which transfers Token-Ring frames across a
wide area network to another Token Ring.

Figure 6-1 on page 6-3 shows physical and logical lines in both Token-Ring
peripheral and subarea links.
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Figure 6-1. Token-Ring Physical and Logical Connections

Defining Token-Ring Resources

Token-Ring physical lines are defined using GROUP, LINE, and PU definition state-
ments. You can define up to eight NTRI physical lines and up to thirty-three

3746 Model 900 Token-Ring physical lines, depending on the controller model.
These definition statements must appear in the system generation definition before
the Token-Ring logical line definitions.
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Token-Ring logical lines are defined using GROUP, LINE, and PU definition state-
ments. You can define a total of 9999 logical lines used in association with a
Token-Ring or frame-relay physical connection. The logical line definitions must
follow the physical line definitions in your generation definition.

For NTRI resources and peripheral 3746 Model 900 Token-Ring resources, use
either the PHYPORT or PHYSRSC keyword to associate SNA logical lines with
physical lines. For subarea 3746 Model 900 Token-Ring resources, use only the
PHYSRSC keyword to define this relationship. If you are defining peripheral
resources, you can define an unassigned pool of logical lines to be assigned as
needed to physical lines during connection establishment. NCP uses separate
unassigned pools for NTRI logical lines and for 3746 Model 900 Token-Ring logical
lines.

Note: For NTRI frame handler logical lines, use PHYSRSC. PHYPORT is not
allowed. See “Defining NTRI Frame Handler Logical Links” on page 16-66 for
more information.

Some Token-Ring characteristics and functions to define in the system generation
definition are:

e Adapter type

e Automatic line and physical unit generation using the AUTOGEN facility
e Duplicate TIC addressing

e Frame size

e TIC swap capability

e Timing requirements

e Unassigned logical line pools.

These are discussed in more detail in later sections of this chapter.

When defining Token-Ring resources, code NEWDEFN=(YES,...) to cause NDF to
create a new generation definition (NEWDEFN file), which must be used to define
the NCP major node in the VTAM system definition. For more information on
NEWDEFN files, see “NDF-Generated Definition File” on page 2-1.

NDF-Generated Additions for Token-Ring Resources

6-4

When you code NEWDEFN on the OPTIONS definition statement and ECLTYPE
on the GROUP definition statement to define Token-Ring resources, NDF gener-
ates additional keywords and appropriate values to simplify the generation process.
NDF adds these keywords to the output generation file in addition to the definition
statements and keywords you code. The following sections describe the keywords
added when you define physical and logical Token-Ring lines.

Physical Lines
Figure 6-2 on page 6-5 shows the NDF-generated keywords that are added to
your definition file when you define Token-Ring physical lines.
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GROUP  COMPOWN=YES, NTRI only
COMPSWP=YES, NTRI only
COMPTAD=YES, NTRI only
DIAL=NO,

LEVEL2=ECLNARL2, NTRI only
LEVEL3=ECLNARL3, NTRI only
LEVEL5=NCP, NTRI only

LNCTL=SDLC,

NPACOLL=NO,

PUDR=NO,

PUTYPE=1,

SPEED=9600,

TIMER=(ECLNART1, ,ECLNART2,ECLNART3), NTRI only

TYPE=NCP,

USERID=(5668854,ECLRBDT,NORECMS, ,ECLNMVT), NTRI only

XI0=(ECLNARXL,ECLNARXS,ECLNARXI,ECLNARXK) NTRI only
LINE  TRSPEED=g, 1

UACB=(X$PnAX,X$PnAR) NTRI only 2
PU ADDR=nn, 3

ANS=CONTINUE,

INNPORT=YES 4
LU LOCADDR=0

1 g is 4 for TIC1, 16 for TIC2 and TIC3.
2 n is a counter that is incremented for each physical Tline.
3 nn is 01 when NETWORK=SNA is defined or no network is coded on the PU
definition statement.
nn is 02 when NETWORK=IP.
nn is 03 when NETWORK=FRELAY is coded.
4 Added when ECLTYPE=(PHYSICAL,SUBAREA) or ECLTYPE=(PHYSICAL,ANY) is
coded on the GROUP definition statement. Not added when ECLTYPE=PHYSICAL
and ADAPTER=TIC1 are coded on the GROUP definition statement.

Figure 6-2. NDF-Generated Keywords for Token-Ring Physical Lines

Logical Lines
Figure 6-3 on page 6-6 shows the NDF-generated keywords that are added to
your definition file when you define Token-Ring logical peripheral lines.
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GROUP  COMPOWN=YES, NTRI only
DIAL=YES,
LEVEL2=ECLNAVLZ, NTRI only
LEVEL3=ECLNAVL3, NTRI only
LEVEL5=NCP, NTRI only
LINEADD=NONE, NTRI only

LINEAUT=YES,

LNCTL=SDLC,

NPACOLL=NO,

PUTYPE=2,

RETRIES=(6,0,0,6),

TYPE=NCP,

USERID=(5668854,ECLVBDT,NORECMS, ,ECLNMVT), NTRI only
XI0=(ECLNAVXL,ECLNAVXS,ECLNAVXI,ECLNAVXK), NTRI only

XMITDLY=NONE NTRI only
LINE  UACB=(X$LnA) NTRI only 1
GENEND INIT=ECLINIT, NTRI only

TMRTICK=ECLTICK, NTRI only

UGLOBAL=ECLUGBL NTRI only

1 n is a counter that is incremented for each logical line.

Figure 6-3. NDF-Generated Keywords for Token-Ring Logical Peripheral Lines

Figure 6-4 shows the NDF-generated keywords that are added to your definition
file when you define Token-Ring logical subarea lines.

GROUP  COMPOWN=YES, NTRI only
DIAL=NO,
LEVEL2=ECLNAVLZ, NTRI only
LEVEL3=ECLNAVL3, NTRI only
LEVEL5=NCP, NTRI only
LINEADD=NONE, NTRI only

LNCTL=SDLC,

NPACOLL=NO,

PUTYPE=4,

RETRIES=(6,0,0,6),

TYPE=NCP,

USERID=(5668854,ECLVBDT,NORECMS, ,ECLNMVT), NTRI only
XI0=(ECLNAVXL,ECLNAVXS,ECLNAVXI,ECLNAVXK) NTRI only

LINE  UACB=(X$LnA) NTRI only 1

GENEND INIT=ECLINIT, NTRI only
TMRTICK=ECLTICK, NTRI only
UGLOBAL=ECLUGBL NTRI only

1 n is a counter that is incremented for each logical Tine.

Figure 6-4. NDF-Generated Keywords for Token-Ring Logical Subarea Lines

Defining Token-Ring Physical Connections

Define at least one physical line group for each Token-Ring interface coupler (TIC)
that connects the communication controller to the Token-Ring network. The NCP

physical connection to the Token Ring is defined as a nonswitched duplex line. If

you want to define a Token-Ring subarea link, see “Defining Token-Ring Physical

Subarea Connections” on page 6-28 for more information.
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Whether you are defining NTRI or 3746 Model 900 Token-Ring connections, there
are certain physical characteristics to be defined that are common to both types of
Token-Ring connections.

To define a Token-Ring physical connection to switch frame-relay frames, refer to
“Defining NTRI Attachments for a Frame-Relay Network” on page 16-63

Note: Before data can be transmitted over a Token-Ring logical line, all the phys-
ical resources that support the logical line must be active. You can use
NTuneMON to determine the status of Token-Ring physical resources. See the
NTuneMON User’s Guide for more information.

Code the following definition statements and keywords to provide NCP with infor-
mation about the type of adapter and its address, the connection to the Token
Ring, transmission characteristics, and how to recover from errors.

GROUP ADAPTER
ECLTYPE

LINE ADDRESS
BALANCES
BEACTO
DATABLK
LOCADD
LSPRI
MAXTSL
NPACOLL
PORTADD
RCVBUFC
TRSPEED

PU ADDR
ANS
COMRATE!?
NETWORK
PASSLIM2
XMONLNK

1 Supported starting with NCP V7R3.

2 Supported only for NCP V7R1 and NCP V7R2 releases.

3 Supported starting with NCP V7R6 for NTRI, and NCP V7R8 for
3746 Model 900.

ADAPTER on the GROUP definition statement defines the type of TIC in the com-
munication controller:

e Code ADAPTER=TICL1 to define a type 1 TIC (4 Mbps).
e Code ADAPTER=TIC2 to define a type 2 TIC (4 or 16 Mbps).
¢ Code ADAPTER=TIC3 to define a type 3 TIC (4 or 16 Mbps).
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For NTRI, you can code ADAPTER on the GROUP or LINE definition statement.
For 3746 Model 900 Token Ring, code ADAPTER only on the GROUP definition
statement.

A type 2 TIC has all the features of a type 1 TIC, so you can define a type 2 TIC
as atype 1 TIC. The type 2 and type 3 TICs are functionally equivalent except
that the type 2 TIC is used for NTRI and the type 3 TIC is used for

3746 Model 900 Token Ring.

The type 2 and type 3 TICs have the following advantages over the type 1 TIC:

e Atype 1 TIC can support either subarea or peripheral traffic, but not both. A
type 2 or type 3 TIC can support both subarea and peripheral traffic.

e The type 2 and type 3 TICs can attach to a 16-Mbps Token-Ring for higher
data transfer speed. In addition, when you code TRSPEED=16, NCP supports
early token release.

e Larger adapter memory greatly reduces adapter congestion and permits larger
frames to be sent and received.

Note: For atype 2 or type 3 TIC, you can specify a larger MAXTSL value
than for a type 1 TIC. For a type 2 TIC, you can specify a larger RCVBUFC
value than for a type 1 TIC. RCVBUFC is ignored for a type 3 TIC.

ECLTYPE identifies the type of token-ring resources defined by the line group.
These are the ways to define the resources:

e ECLTYPE=PHYSICAL defines a physical line group. For a type 1 TIC, the
second suboperand defaults to PERIPHERAL. For a type 2 or type 3 TIC, the
second suboperand defaults to ANY.

e ECLTYPE=(PHYSICAL,PERIPHERAL) defines a physical line group that sup-
ports only peripheral node connections.

e ECLTYPE=(PHYSICAL,SUBAREA) defines a physical line group that supports
only subarea connections.

e ECLTYPE=(PHYSICAL,ANY) defines a physical line group that can support
subarea connections, peripheral connections, or a combination of both on the
same TIC. Code ADAPTER=TIC2 or ADAPTER=TIC3 if you specify ANY on
ECLTYPE.

Note: The second argument of ECLTYPE does not effect the support of IP or
frame relay attachments.

ADDRESS on the LINE definition statement specifies the position of the line or TIC
in the communication controller. Consult NCP, SSP, and EP Resource Definition
Reference for the correct value for your controller model since each controller
model accepts a specific range of values. Remember that for each even or odd
pair of available NTRI line addresses, the line definition using the even address
must precede the one using the odd address. BALANCE on the LINE definition
statement specifies the connection balancing factor for Token-Ring physical lines
with duplicate locally administered MAC addresses (duplicate TIC addressing) par-
ticipating in connection balancing.

Connection Balancing:  As part of establishing a peripheral connection via an
incoming call request, the initiating device sends route discovery frames to
a specific MAC address. In a duplicate TIC environment, the peripheral
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device generally connects through the TIC that responds first to its route
discovery frames.

Connection balancing distributes, across all duplicate TICs, incoming call
requests initiated by downstream peripheral devices. For each TIC partic-
ipating in the balancing function, the number of supported logical con-
nections is tracked. Based on this count and the TICs balancing factor, the
TIC delays sending a response to the initiating device’s route discovery
frames allowing the connection to establish through alternate duplicate
TICs. To prevent a potential broadcast storm of retransmitted route dis-
covery frames by the peripheral devices, the delay time is restricted to a 0.9
second maximum.

Because connection balancing is performed independently by each dupli-
cate TIC, there is no limit to the number of TICs that can participate in the
balancing scheme. However, in order for the balancing mechanism to func-
tion properly, all associated duplicate TICs must have nonzero balancing
factors if any one of the associated duplicate TICs is performing connection
balancing.

Linear Connection Balancing (NTRI and 3746 Model 900): When you specify a

numerical value for BALANCE, a fixed balancing algorithm is used. Based
on the balancing factor and the TIC’s number of supported connections, the
algorithm uses the following expression to determine the time delay for
responding to route discovery frames:

Delay = (humber_of_connections / (balancing_factor * 16)) * 0.1 seconds

In effect, (balancing_factor * 16) determines the connection granularity of
the TIC. A zero balancing factor implies that the TIC will not perform con-
nection balancing and will respond normally to received peripheral route dis-
covery frames.

Conversely, a balancing factor of one equates to a 16-connection
granularity. After 16 peripheral connections have been established, the TIC
would introduce 0.1 seconds delay before sending a response to any route
discovery frames. This would allow the other duplicate TICs with fewer con-
nections to honor the incoming call requests. Furthermore, this delay would
increase to a 0.2 seconds delay after 32 peripheral connections had been
established.

In contrast, a balancing factor of 16 equates to a 256-connection
granularity. After 256 peripheral connections have been established, the
TIC would introduce a 0.1 second delay before sending a response to any
route discovery frames. After 512 connections were established, the TIC
would introduce a 0.2 seconds delay. This would continue to increase by
0.1 increments until a 0.9 seconds delay was reached.

You can determine an appropriate balancing factor for all associated dupli-
cate TICs by dividing the total number of DSPUs supported by the duplicate
TIC environment by 160 and rounding to the nearest integer from 1 through
16.
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Auto-Adaptive Connection Balancing (3746 Model 900 only): When you
specify BALANCE=AUTO, a logarithmic balancing algorithm is used. The
algorithm dynamically adjusts the time delay, for responding to route dis-
covery frames, as new connections are established.

When the TIC supports a small number of connections, the time delay
increases more quickly as new connections are added. Conversely, when a
large number of connections is supported, the time delay increases gradu-
ally as connections are established.

Unlike the fixed balancing algorithm, you are not required to specify an
appropriate numerical balancing factor for all associated duplicate TICs that
provide the auto-adaptive balancing function.

Refer to the 3745 Communications Controller Model A, 3746 Nways Multi-
protocol Controller Models 900 and 950 Planning Series: Token Ring and
Ethernet, GA27-4236, for more information about the Model 900 auto-
adaptive balancing processing.

BEACTO identifies the beaconing timeout value, which is the length of time NCP
pauses to allow a failed Token Ring to recover. If the Token Ring cannot recover
from the beaconing condition before the time coded on BEACTO elapses, the
logical connections over the physical line become inoperative. If the Token Ring
recovers within the time coded on BEACTO, all SNA logical connections remain
operative. Refer to NCP and EP Reference for further information on beaconing.

DATABLK specifies the minimum transmission bandwidth in bytes that can be allo-
cated to an NTRI resource. DATABLK is used with the priority suboperand of the
COMRATE keyword to determine a relative priority among protocols. The value of
the priority suboperand of COMRATE is multiplied by the value of DATABLK to
determine the guaranteed minimum number of bytes provided for a protocol for the
transmission of associated traffic before a different protocol is provided a trans-
mission opportunity. See “NTRI on page 6-12" for information about coding
COMRATE.

LOCADD identifies the 6-byte hexadecimal hardware address of the TIC connecting
NCP to an IBM Token-Ring Network. You can assign duplicate LOCADDs to a
group of lines. For NCP V7R4 and earlier releases, you cannot assign duplicate
LOCADDs to physical lines that support either subarea traffic or frame-relay traffic.
Starting in NCP V7R5, you can assign duplicate LOCADDs to physical lines that
support subarea traffic. However, only one of these physical lines can support
frame-relay traffic. See “Duplicate TIC Addressing” on page 6-16 for more informa-
tion about assigning duplicate addresses.

3746 Model 900 Token Ring: If you use a 3746 Model 900 controller bus and
service processor (CBSP) Token-Ring connection, code ADDRESS=2080,
TRSPEED=16 (TRSPEED=4 is invalid), BEACTO=52, and the LOCADD value gen-
erated when the Service Processor LAN is installed. See “3746 Model 900
Service Processor LAN” on page 6-34 for more information.

LSPRI specifies whether transmission priority is to be used to determine the order
in which PIUs are sent to the physical unit. LSPRI is valid only for peripheral phys-
ical Token-Ring lines. Code LSPRI=NO or LSPRI=PU when you define the fol-
lowing:
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e ECLTYPE=(PHYSICAL,PERIPHERAL)
e ECLTYPE=(PHYSICAL,ANY).

Code LSPRI=NO if you code ECLTYPE=(PHYSICAL,SUBAREA).

Note: It is useful to code the LSPRI keyword when a gateway is used to connect
remote workstations that appear as separate logical units to NCP.

MAXTSL specifies the maximum amount of data, including the transmission header,
the request header, and the response unit, that NCP is to transmit in a single
Token-Ring frame. MAXTSL has different ranges and defaults depending on
ECLTYPE, ADAPTER, and TRSPEED values. See “Frame Size” on page 6-40
and “Multilink Transmission Groups” on page 12-16 for information on how to use
MAXTSL.

NPACOLL specifies whether the Token-Ring physical line is eligible for perform-
ance data collection through NPM.

PORTADD assigns a port identification number (0-99) used to identify the TIC to
VTAM. Depending on your VTAM release, you must code the PORTADD identifi-
cation number as one of the following:

e First 2 digits of the DIALNO value on the VTAM PATH definition statement
e nn value for DLCADDR=(2,D,nn), which is coded on the VTAM PATH definition
statement in the switched major node

To perform dial-out processing over duplicate TIC addresses, code the same
PORTADD and LOCADD value for the physical line definition associated with each
TIC. See “Duplicate TIC Addressing” on page 6-16 for more information.

NTRI: To associate a group of SNA logical lines with one or more physical lines
with the same PORTADD, code the PORTADD value on the PHYPORT keyword
on the logical line GROUP definition statement. Alternatively for NTRI subarea
resources, you can substitute PHYSRSC, which has the advantage of causing
VTAM to defer activation of subarea logical lines associated with a physical station
until the station is activated. See “Defining Token-Ring Logical Connections” on
page 6-20 for more information on PHYPORT and PHYSRSC.

3746 Model 900 Token Ring: PHYPORT can be used for peripheral logical
resources.

Note: PHYPORT cannot be used to associate NTRI frame handler logical lines
with NTRI physical lines. PHYSRSC must be used. It must specify the physical
PU with NETWORK=FRELAY associated with the NTRI physical line.

RCVBUFC defines the NCP buffer capacity for receiving NTRI data from an IBM
Token-Ring Network during one data transfer. The RCVBUFC value must be
greater than or equal to the maximum number of bytes that will be received in one
data transfer operation. One data transfer operation includes the IEEE 802.5 phys-
ical link header, the IEEE 802.2 logical link control (LLC) header, the transmission
header, and the request/response header. The RCVBUFC minimum value is 6
times the value coded on BFRS; the RCVBUFC maximum value depends on the
type of adapter. The default value assigned to RCYBUFC depends on values
coded on the ADAPTER and ECLTYPE keywords. Code RCVBUFC only for NTRI
connections; see “Frame Size” on page 6-40 for more details on how to use
RCVBUFC.
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3746 Model 900 Token Ring:  RCVBUFC is ignored for 3746 Model 900 Token-
Ring connections.

TRSPEED defines a Token-Ring speed of 4 Mbps or 16 Mbps. TRSPEED=16 is
valid only for a type 2 or type 3 TIC. If you do not code a TRSPEED value, NDF
assumes 4 Mbps for a type 1 TIC and 16 Mbps for a type 2 or type 3 TIC. See
“Token-Ring Speed” on page 6-39 for more details.

ADDR on the PU definition statement defines the link station address of the phys-
ical unit. Code ADDR=01 for an SNA Token-Ring attachment.

NTRI: See “Defining NTRI Attachments for IP” on page 15-31 or “Defining NTRI
Attachments for a Frame-Relay Network” on page 16-63 for more informa-
tion on coding ADDR.

Internal NCP to Model 900 Point-to-Point IP Connections: See “Defining an
Internal NCP to Model 900 Point-to-Point IP Connection” on page 15-39 for
more information on coding ADDR.

ANS specifies whether the Token-Ring physical line continues operating if your
NCP enters automatic network shutdown (ANS). Automatic network shutdown
occurs for those devices started by a particular access method when NCP can no
longer communicate with that access method.

Although the SNA physical unit definitions for physical lines define only a dummy
physical unit, the value of the ANS keyword associated with this physical unit is
used to determine what action to take for the physical line during automatic network
shutdown. From an operations point of view, activation of the line resource is all
that is required to make the physical line operational. Contacting the physical unit
resource and subsequently discontacting the physical unit resource does not affect
operation of the physical line. However, during shutdown, if the last owner of the
line is no longer present, the action that NCP takes depends on the values of the
ANS and XMONLNK keywords.

If you code ANS=STOP, the physical line is deactivated and the TIC is removed
from the ring. If you omit the ANS keyword or code ANS=CONTINUE, the physical
line is treated as a nonswitched SDLC line, and the TIC remains inserted on the
ring. If there is still an owner of the line, the line remains active during automatic
network shutdown, regardless of how the ANS keyword is coded.

If you code multiple PU definition statements under the same LINE definition state-
ment, code the same value for ANS on each PU definition statement.

COMRATE on the PU definition statement specifies the relative priority of a pro-
tocol (SNA, IP, or frame relay), as represented by the physical units defined on a
NTRI physical line, as compared to all other protocols on a NTRI physical line. You
should code COMRATE=(,priority). The value of the priority suboperand of
COMRATE is multiplied by the value of DATABLK on the LINE definition statement
to determine the guaranteed minimum number of bytes that a protocol can transmit
before another protocol must be given a transmit opportunity.

The relative priority of a protocol on a Token-Ring physical line can be determined
as a fraction of the total available transmission opportunity dispersed to all defined
protocols. This fraction is calculated by dividing the COMRATE priority value of the
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physical unit representing the protocol on the line by the sum of the priority values
of all the protocols on the physical line.

Protocol 1's priority value

The sum of priority values of
all protocols on the physical line

For example, if there are three PUs on a line, PU1’s transmission fraction is deter-
mined like this:

PRIORITYpy;

PRIORITYpy; + PRIORITYp, + PRIORITYpy,

(PRIORITY = The value of the priority suboperand of the COMRATE keyword.)
See page 6-10 for more information about the DATABLK keyword.

NETWORK specifies whether this physical unit represents a connection to an SNA
network, frame-relay network, or an internet. To define a physical unit to support
SNA logical lines, either omit NETWORK or code NETWORK=SNA.

NTRI: See “Defining NTRI Attachments for IP” on page 15-31 and “Defining NTRI
Attachments for a Frame-Relay Network” on page 16-63 for more informa-
tion on coding NETWORK.

Internal NCP to Model 900 Point-to-Point IP Connections: See “Defining an
Internal NCP to Model 900 Point-to-Point IP Connection” on page 15-39 for
more information on coding NETWORK.

PASSLIM determines the maximum number of consecutive Token-Ring SNA
frames NCP is to transmit before checking for Token-Ring internet frames to be
transmitted. PASSLIM can help you control the mixture of internet and SNA traffic
over a NTRI attachment. For NCP V7R3 and later, a mechanism for sharing band-
width between network protocols associated with COMRATE on the PU definition
statement replaces the mechanism associated with PASSLIM.

XMONLNK specifies whether the SSCP monitor mode function (SMMF) is to acti-
vate the physical line.

Sample Definition of Token-Ring Physical Connections

Figure 6-5 on page 6-14 shows an example of a NTRI physical connection to
Token Ring A and a 3746 Model 900 physical connection to Token Ring B.
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NCP
TIC2]/TIC3
Token Ring A Token Ring B
Peripheral Peripheral and
nodes only subarea nodes

Figure 6-5. Type 2 and Type 3 Token-Ring Physical Connections

Figure 6-6 shows how to define the NTRI and 3746 Model 900 physical con-
nections shown in Figure 6-5. The only difference between the two types of con-
nections is that the 3746 Model 900 connection uses a type 3 TIC and the line
address is valid for 3746 Model 900 hardware. The connections to both Token
Rings support both peripheral and subarea nodes.

kkkhkkkkhhkkkhkkkhkkhkhkkhkkhhkkhhkkhhkkhhkkhkkhkhhkkhkhhkkhkhkkhkhkkhhkkhhkkhkkkhhkkhkhkkkhkkhkhkkhkkkk*x
% NCP/TOKEN RING INTERCONNECT - PHYSICAL CONNECTIONS *
Ahkhkhkhkhhhkdrhkhkrhhhhdhhdhhhhhhhdhhhdhhhhdhhhdhrhdhhhhdhhhrhhhhdhhrhdrhdhrhhrdhdx
*
A3INTR1 GROUP ADAPTER=TICZ,

ANS=CONTINUE,

ECLTYPE=(PHYSICAL,ANY),

NPACOLL=(YES,EXTENDED),

TRSPEED=4,

USSTAB=AUSSTAB, VTAM-only keyword

XID=NO

* % X F ok %

*

A31TR88 LINE ADDRESS=(1088,FULL), Line address in controller chassis
LOCADD=400000003131, This TIC's ring-station address
MAXTSL=4060,
PORTADD=1, User-assigned ID number (0-99)
RCVBUFC=32000

* %k X X

*

A31PU88 PU

*

Figure 6-6 (Part 1 of 2). Example: Defining Type 2 and Type 3 Token-Ring Physical Con-
nections
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B R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* 3746 MODEL 900 PHYSICAL CONNECTIONS *

B R o S S R R R R S L 2
*

A3137CS GROUP ADAPTER=TIC3, *
ANS=CONTINUE, *
ECLTYPE=(PHYSICAL,ANY), *
ISTATUS=ACTIVE, VTAM-only keyword *
TRSPEED=16, *
USSTAB=AUSSTAB, VTAM-only keyword *
XID=NO

*

A31L2144 LINE ADDRESS=(2144,FULL), Line address in 3746 Model 900 *
LOCADD=400000007041, This TIC's ring-station address *
MAXTSL=3500, *
PORTADD=10, User-assigned ID number (0-99) *
TRSPEED=16, *

XMONLNK=YES

*

A31P2144 PU PUTYPE=1 PUTYPE=1 added to GROUP by NDF

Figure 6-6 (Part 2 of 2). Example: Defining Type 2 and Type 3 Token-Ring Physical Con-
nections

Defining Backup Token-Ring Interface Couplers

Sessions lost when a TIC fails can be recovered by swapping the failing TIC with a
backup, undefined TIC. You can use an undefined type 2 TIC to back up a type 2
oratype 1TIC, atype 1 TIC to back up a type 1 TIC, or a type 3 TIC to back up
a type 3 TIC. Replace the failed TIC with the backup TIC using the maintenance
and operator subsystem (MOSS) console.

When TIC swapping is invoked, NCP changes all required fields in NCP to address
the new TIC. For example, suppose you have TICs at addresses 1088, 1089,
1090, and 1091. The TICs at addresses 1088 and 1089 are type 1 TICs and the
TICs at addresses 1090 and 1091 are type 2 TICs. In your NCP generation defi-
nition, define two physical lines, one with address 1088 and the other with address
1090. Leave addresses 1089 and 1091 undefined. If the TIC at address 1088
fails, you can use the MOSS port swap function to swap the TIC at either address
1089 or address 1091 with it. If you use the TIC at address 1091, the user-defined
physical line name, such as LN1088, is now associated with the TIC at address
1091 instead of address 1088. All logical connections defined to be associated
with LN1088 are established through the TIC at address 1091. All characteristics
defined for the TIC at address 1088 are applied to the TIC at address 1091. Even
though address 1091 is a type 2 TIC, it functions as a type 1 TIC.

Note: No additional coding is required to swap a type 3 TIC because type 3 TIC
control blocks are compatible.

Code the following definition statement and keyword to provide NCP with informa-
tion about the compatibility of NCP control blocks. Code this only to define a
backup TIC for a NTRI connection (a type 1 or type 2 TIC).

GROUP COMPSWP
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COMPSWP on the GROUP definition statement specifies whether the control block
structure for IBM special products or user-written code is compatible with the NCP
control block structure for TIC swapping. If you omit COMPSWP, NDF adds
COMPSWP=YES to the GROUP definition statement.

Duplicate TIC Addressing

6-16

You can define two or more physical lines in an NCP or in different NCPs in the
same LAN, with the same TIC address, using the LOCADD keyword. This is called
duplicate TIC addressing. For NCP V7R4 and earlier releases, TICs with duplicate
addresses can support only peripheral traffic. Starting in NCP V7R5, TICs with
duplicate addresses can concurrently support peripheral traffic, subarea traffic, and
frame-relay traffic. However, only one of the physical lines with the duplicate MAC
address can support frame-relay traffic.

Note: TICs with the same address cannot be activated at the same time on the
same ring segment.

Duplicate TIC Addressing for Logical Peripheral Connections

As noted earlier, you can define two or more physical lines in an NCP (or in dif-
ferent NCPs on the same LAN) with the same TIC address, on the LOCADD
keyword. In a peripheral environment, this enables an attaching peripheral device
to use a single TIC address even though more than one physical line (TIC) might
be available.

Note: If one of the duplicate TICs is a NTRI resource and the other is a 3746
Model 900 resource, they can both have the same LOCADD value, but they must
have different PORTADD values.

It is important to configure your network so that traffic for a logical peripheral con-
nection does not pass across multiple Token-Rings with each ring having an
attached TIC with the same Token-Ring address. In Figure 6-7 on page 6-17, the
path from one of the user-access Token-Ring networks to NCP through the con-
nection made using line 1088 does not pass through Token-Ring backbone B; the
path from one of the user-access Token-Ring networks to NCP through the con-
nection made using line 1089 does not pass through Token-Ring backbone A. If
the path used for a logical connection from one TIC passes across a ring with a
TIC sharing the same address, both TICs will copy frames initiated from the periph-
eral device resulting in unpredictable results.

Establishing Logical Peripheral Connections: The TIC used for a peripheral
connection is assigned when the connection is established. Thereafter, all data
traffic for the peripheral connection goes through that TIC. Incoming connections
are established through the TIC selected by the initiating device. The device
usually selects that TIC that first responds successfully to the connection request.
Outgoing connections are established through the TIC selected by the port address
coded in the dial digits on the VTAM PATH statement. When physical lines (TICs)
have different PORTADD values, VTAM establishes an outgoing connection
through the TIC by the passed dial digits. See Figure 6-8 on page 6-18 for an
illustration of different PORTADD values for the two lines defined in the example.
When the dial digits contain a 01 port address, an outgoing connection is estab-
lished using line 1088 to token-ring backbone A. When the dial digits contain a 02
port address, an outgoing connection is established using line 1089 to token-ring
backbone B.
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Load Balancing:  When duplicate TICs have the same PORTADD value, NCP
balances outgoing calls by alternating between the duplicate ports. By distributing
the connections across the duplicate ports, the traffic load for the peripheral con-
nections is better balanced. For incoming logical peripheral connections in an envi-
ronment with many devices, distribution tends to be statistically balanced. In an
environment where there are few devices, statistical load balancing is less likely.

Starting in NCP V7R6, connection balancing allows you to distribute incoming call
requests across all associated duplicate TICs. See page the description of the
BALANCE keyword on page 6-8 for more details. By balancing the actual periph-
eral connections, the associated traffic load is more balanced across the duplicate
ports. To achieve an approximate symmetrical distribution, you should specify the
same balancing factor for all of the duplicate TICs. However, defining differing
values may result in a weighted connection distribution depending upon your
network configuration.

Sample Definition of Duplicate TIC Addresses for Logical Peripheral Con-
nections: Figure 6-7 shows two physical Token-Ring lines defined with the same
local Token-Ring address. Each line is attached to a separate backbone Token
Ring. Duplicate lines increase the availability of NCP to the attached user-access
Token-Ring networks for Token-Ring logical peripheral connections. If either back-
bone Token Ring fails, the other is able to provide connections between NCP and
all the user-access Token-Ring networks.

NCP

Line=1088 Line=1089
LOCADD=400037450101: T LOCADD=400037450101

Token-Ring
Backbone B

Token-Ring
Backbone A

User-Access
B Token Ring B
[(B JToken-ring Bridge

Figure 6-7. Duplicate TIC Configuration for Logical Peripheral Connections

Figure 6-8 on page 6-18 shows how to define the duplicate TICs with different port
addresses shown in Figure 6-7.
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6-18

TRPG1 GROUP ECLTYPE=(PHY,PER), NTRI physical connections
ADAPTER=TICZ,

TRSPEED=16

*

TRPL1 LINE ADDRESS=(1088,FULL), Line address in controller
PORTADD=01, User-assigned ID number (0-99)
LOCADD=400037450101, This TIC's ring-station address
BALANCE=1 Balancing factor

TRPU1 PU

*

TRPL2 LINE ADDRESS=(1089,FULL), Line address in controller
PORTADD=02, User-assigned ID number (0-99)
LOCADD=400037450101, This TIC's ring-station address
BALANCE=1 Balancing factor

TRPU2 PU

*

TRLG1 GROUP ECLTYPE=(LOG,PER), NTRI peripheral logical lines
PHYPORT=NONE, Not associated with physical Tine
CALL=INOUT,

AUTOGEN=60 Adds 60 LINE and PU pairs

Figure 6-8. Example: Defining a Duplicate TIC Configuration for Logical Peripheral Con-
nections

Duplicate TIC Addressing for Logical Subarea Connections

For NCP V7R4 and earlier releases, TICs with the same MAC address cannot
support subarea traffic because of the point-to-point restriction for logical subarea
connections between TICs. Starting in NCP V7RS5, this restriction does not apply
because TICs with the same address can support subarea traffic.

Although the advantages of using duplicate TICs for load balancing and backup do
not apply to subarea connections like they do to peripheral connections, this
support does allow you to use a TIC with a duplicate MAC address for subarea
connectivity. See the SSAP keyword on page 6-31 and the UNIQUE keyword on
page 6-32 for more information.

Sample Definition of Duplicate TIC Addresses for Logical Subarea Con-

nections: Figure 6-9 on page 6-19 shows two physical Token-Ring lines defined
with the same local Token-Ring address. Each line is attached to a separate back-
bone Token Ring with line 1088 having a logical subarea connection to NCP2.
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NCP1

Line=1088 Line=1089
LOCADD=400037450101—— T LOCADD=400037450101

Token-Ring
Backbone B

Token-Ring
Backbone A

NCP2

R —

[B] Token Ring (B]
User-Access
B Token Ring B

[(B JToken-ring Bridge

__ Line=1088
LOCADD=400037450102

Figure 6-9. Duplicate TIC Configuration for Logical Subarea Connections

Figure 6-10 on page 6-20 shows how to define the duplicate TICs with different
port addresses for NCP1 as shown in Figure 6-9.
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BUILD VERSION=V7RS8,

TRPG1 GROUP ECLTYPE=(PHY,ANY), NTRI physical connections
ADAPTER=TIC2,
TRSPEED=16

TRPL1 LINE ADDRESS=(1088,FULL), Line address in controller
PORTADD=01, User-assigned ID number (0-99)
LOCADD=400037450101 This TIC's ring-station address

TRPU1 PU

TRPL2 LINE ADDRESS=(1089,FULL), Line address in controller
PORTADD=02, User-assigned ID number (0-99)
LOCADD=400037450101 This TIC's ring-station address

TRPU2 PU

TRLGL  GROUP ECLTYPE=(LOGICAL,SUBAREA), NTRI subarea logical lines
PHYPORT=1,
SDLCST=(, TRPRIM)
*
TRLLN1  LINE MLTGPRI=60,
TGN=1
*
TPLPUL PU  ADDR=08400037450102,
SSAP=0C,
MAXDATA=5000

Figure 6-10. Example: Defining a Duplicate TIC Configuration for Logical Subarea Con-
nections

Duplicate TIC Addressing for NTRI Frame Handler Logical
Connections

For NCP V7R4 and earlier releases, TICs with the same MAC address cannot
support frame relay traffic because of the point-to-point restriction for frame handler
logical connections between TICs. Starting in NCP V7R5, this restriction does not
apply because TICs with the same address can support frame-relay traffic.
However, only one of the physical lines with the duplicate MAC address can
support frame-relay traffic. As for subarea traffic, there is no real advantage to
duplicate TIC addressing for frame-relay traffic except to use an existing duplicate
TIC.

Defining Token-Ring Logical Connections

6-20

Define at least one logical line group to connect Token-Ring network devices to
NCP. There are three types of logical connections. Logical peripheral connections
between NCP and a peripheral node (a type 2 or type 2.1 physical unit) are
defined as switched, half-duplex lines. Logical subarea connections between NCP
and a subarea node (a type 4 or type 5 physical unit) are defined as nonswitched,
half-duplex lines. Refer to “Defining Token-Ring Logical Subarea Connections” on
page 6-29 for more information about defining logical subarea lines. NTRI frame
handler logical connections between two NCPs (type 1 physical units) are defined
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as nonswitched, half-duplex lines. See “Defining NTRI Frame Handler Logical
Links” on page 16-66 for more information.

These logical connections depend on network topology:

e Local logical connections are connections between stations on the same Token
Ring.

¢ Remote logical connections are connections between stations on different
Token Rings using bridges between the Token Rings.

You can define a total of 9999 logical lines used in association with a Token-Ring
or frame-relay physical connection. There is processing and storage overhead
associated with each defined logical line, so do not define more logical lines than
you will need at one time.

The definition statements for each logical Token-Ring line group must follow the
definition of the corresponding physical Token-Ring line group in your system gen-
eration definition. If you want to define a Token-Ring subarea link, see “Defining
Token-Ring Logical Subarea Connections” on page 6-29 for more information.

Code the following definition statements and keywords to provide NCP with infor-
mation about the types of resources, and how to improve performance and recover
from errors.

BUILD LOCALTO
NAMTAB
OWNERPL2
REMOTTO
T1TIMER1
T2TIMER

LUDRPOOL NUMTYP2

GROUP AUTOGEN
ECLTYPE
PHYPORT
PHYSRSC
RNRLIMT

LINE CALL
NPACOLL
RETRIES

PU ANS
NPACOLL

1 Supported starting with NCP V7R3.
2 Supported starting with NCP V7R6.

LOCALTO, REMOTTO, T1TIMER, and T2TIMER on the BUILD definition statement
define timeout values for logical connections. Starting with NCP V7R3, you can
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LUDRPOOL

GROUP

replace the LOCALTO and REMOTTO keywords with the TITIMER keyword to
specify the reply timer value. See “Timers for Logical Connections” on page 6-44
for more information about timer values.

NAMTAB on the BUILD definition statement specifies how many entries the
network names table is to contain. For an Advanced Peer-to-Peer Networking
(APPN) network, the value for NAMTAB must be large enough to allow multiple and
parallel sessions among independent logical units.

OWNERPL on the BUILD definition statement specifies whether unassigned logical
Token-Ring resources will be managed in owner-based pools. See “Unassigned
Logical Line Pools” on page 6-24 for more information.

NUMTYP2 on the LUDRPOOL definition statement specifies the number of logical
unit control blocks (LUBs) included in the LUB pool that can be used to communi-
cate with logical units associated with a Token-Ring logical connection.

AUTOGEN on the GROUP definition statement defines the number of LINE and PU
definition statement pairs to be automatically added to the logical GROUP definition
statement. AUTOGEN is valid only when you define logical peripheral lines. For
an alternative to AUTOGEN, see “Autocopy Function” on page 2-12.

ECLTYPE defines a group of logical connections to an IBM Token-Ring Network.
The corresponding GROUP definition for the physical line group must contain one
of the following:

e ECLTYPE=(PHYSICAL,SUBAREA or PHYSICAL,ANY) if you code
ECLTYPE=(LOGICAL,SUBAREA) for this line group.

e ECLTYPE=(PHYSICAL,PERIPHERAL or PHYSICAL,ANY) if you code
ECLTYPE=(LOGICAL,PERIPHERAL) for this line group.

e ECLTYPE=(PHYSICAL,SUBAREA or PHYSICAL,PERIPHERAL or
PHYSICAL,ANY) if you code ECLTYPE=(LOGICAL,FRELAY) for this line

group.

PHYPORT defines the port address for a group of logical lines. You can associate
a group of Token-Ring logical lines with one or more physical lines if the PHYPORT
value matches the PORTADD value coded on the physical line definition(s). Code
PHYPORT=NONE for NTRI logical peripheral lines if you want them to remain
unassigned until the logical connection is made. Code PHYPORT=(NONE,ODLC)
to create an unassigned logical line pool for 3746 Model 900 Token-Ring physical
connections. Code the PHYPORT keyword only when you define peripheral con-
nections or NTRI subarea connections. See “Unassigned Logical Line Pools” on
page 6-24 for more information.

PHYSRSC associates a group of Token-Ring logical lines with a physical line if the
value coded on PHYSRSC matches the label assigned to the PU definition state-
ment. For subarea resources, PHYSRSC has the advantage of causing VTAM to
defer activation of logical lines associated with a physical station until the station is
activated. Code PHYSRSC=NONE for NTRI logical peripheral lines if you want
them to be unassigned until the time the logical connection is made. Code
PHYSRSC=(NONE,TIC3) or PHYSRSC=(NONE,ODLC) to create an unassigned
logical line pool for 3746 Model 900 Token-Ring physical connections. See “Unas-
signed Logical Line Pools” on page 6-24 for more information.
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For NTRI frame handler logical lines, the value coded on PHYSRSC must match
the PU defined with NETWORK=FRELAY on the physical line.

Note: You can code either PHYPORT or PHYSRSC to associate a group of
Token-Ring logical lines with a physical line. PHYSRSC is recommended because
it associates logical resources with physical resources for any type of Token-Ring
connection. PHYPORT is not valid for:

e NTRI frame handler logical lines.
e 3746 Model 900 Token-Ring subarea connections
e 3746 Model 900 Token-Ring peripheral connections prior to NCP V7R8

RNRLIMT specifies how long a station has to reject data before NCP identifies the
station as inoperative. A station is considered inoperative if it responds with only
receive-not-ready (RNR) frames to data or polls sent by NCP during the interval
defined by RNRLIMT.

CALL on the LINE definition statement specifies whether the line is for incoming
calls, outgoing calls, or both.

NTRI: NPACOLL specifies whether the Token-Ring logical line is eligible for per-
formance data collection through NPM.

RETRIES on the LINE definition statement specifies how many attempts NCP is to
make to recover from errors that occur during transmission over a Token-Ring
logical line. See “Logical Line Retries” on page 6-47 for additional information.

ANS on the PU definition statement specifies whether the Token-Ring logical line
continues operating if your NCP enters automatic network shutdown. For periph-
eral lines, the ANS value in the NCP generation definition is overridden by the ANS
value in the VTAM switched major node definition.

3746 Model 900 Token Ring:  NPACOLL on the PU definition statement speci-
fies whether the Token-Ring link station is eligible for performance data collection
through NPM. Code NPACOLL=(YES,EXT) to collect performance data.

Sample Definition of Token-Ring Logical Connections
Figure 6-11 shows an example of two Token-Ring logical connections associated
with the physical connections shown in Figure 6-5 on page 6-14.

NCP

-----

Token @ ;\' Token R@

PU | +19PUs PU| +2PUs

Figure 6-11. Token-Ring Logical Connections
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Figure 6-12 on page 6-24 shows how to define the Token-Ring logical connections
shown in Figure 6-11. Both line groups are for peripheral nodes. The peripheral
line group for Token Ring A supports 20 peripheral nodes. The peripheral line
group for Token Ring B supports three peripheral nodes. You associate these
peripheral nodes with the physical line by coding the symbol A31P2144 on the
physical PU definition statement and the PHYSRSC keyword on the logical GROUP
definition. See “Sample Definition for Token-Ring Logical Subarea Connections” on
page 6-32 for an example of how to code a logical line group for subarea nodes.

Khkhkhkkhhhkhrhhrhhhhdhhdrhhdhdhhdhhhdhhhdhdhhdrhdrhhhhdhhdrhdhrhdhhhdhrhdrhdxd

* NTRI PERIPHERAL LOGICAL LINES - GENERATED IN NEWDEFN *

* USED WITH A31TR88 AND/OR A31TR89  *

Khkhhkkhhhhrhhkrhhhkhdhhdrhhhhdhhhdhhhdhhhhdhhdhhhrhdhhhdhhhdrhdhrhhhhdhrhdrhdrd

*

A31BNNG1 GROUP ANS=CONTINUE, *
AUTOGEN=20, Adds 20 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=LOGICAL, *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB, VTAM-only keyword *
NPACOLL=(YES,EXTENDED), *
PHYPORT=NONE, Not associated with physical Tine =*
RETRIES=(10,10,10,10), *
USSTAB=AUSSTAB, VTAM-only keyword *
XMITDLY=NONE

*

kkkhkkkkhhkkkhhkkhhkkhkhhkkhkhhkkhkkhkhkkhhkkhhkkhhkkhhkhkhhkkhhkkhhkhkhhkkhkhhkhkkhkkhkhkkhkhkkhkhkkhkkkhkkkx

* 3746 MODEL 900 PERIPHERAL LOGICAL LINES *

KhhkhkhhhhhAhhrhhhhkd b hdrhhkdhhhhhhhdhhhhhhhdhhdrhhhhdhhdrhdrhdhhhdhrhdrhixd

*

A31BNNG2 GROUP ANS=CONTINUE, *
AUTOGEN=3, Adds 3 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=(LOGICAL,PER), *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB, VTAM-only keyword *
PHYSRSC=A31P2144, Associate Togical with physical *
RETRIES=(3,2,1), *
USSTAB=AUSSTAB VTAM-only keyword

Figure 6-12. Example: Defining a Token-Ring Logical Connection

Unassigned Logical Line Pools
In certain environments, it can be advantageous to define a pool of logical periph-
eral lines that are not assigned to physical lines but are assigned as needed.
Call-in connections on peripheral lines use assigned logical lines before using the
unassigned logical lines.

NTRI and 3746 Model 900 connections have separate unassigned logical line
pools. Code PHYSRSC=NONE or PHYPORT=NONE on the GROUP definition
statement to define an unassigned logical line pool for NTRI. Code
PHYSRSC=(NONE,TIC3), PHYSRSC=(NONE,ODLC), or
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| PHYPORT=(NONE,ODLC)! on the GROUP definition statement to define an unas-
| signed logical line pool for 3746 Model 900 Token-Ring lines.

Allocating Unassigned Logical Line Pools to Owners

In a multiple-owner environment (for example, dual CMCs), it might be advanta-
geous to have multiple unassigned logical line pools that are based on the owning
SSCP. To do this, you must:

1. Allocate each physical line to a specific owner by coding the VTAM-only
OWNER keyword for each physical line with one and only one owner_name.

2. Allocate each logical pool to a specific owner by coding the VTAM-only
OWNER keyword for each logical pool.

3. Code the OWNERPL keyword on the BUILD statement.

This function will control call-in connections. An unassigned logical resource will be
used for an incoming call only if the logical resource has the same owning SSCP
as the physical line over which the call was made. If there are no logical resources
available with the same owning SSCP, an incoming call cannot be established.
Even when this function is genned, assigned logical lines continue to be used
before the unassigned logical lines.

To create the owner-based unassigned logical pools for NTRI resources, code TR
on OWNERPL. To create the owner-based unassigned logical pools for
3746 Model 900 Token-Ring resources, code ODLCTR on OWNERPL.

Defining Peripheral Device Addresses for VTAM
When you are defining a switched major node to VTAM that uses a Token-Ring
logical peripheral line, if the connection to the Token-Ring device will be initiated by
VTAM, you need to specify dial information to enable VTAM to initiate the con-
nection. There are two ways to do this:

e For VTAM V4R1 and earlier, code the VTAM DIALNO keyword on the VTAM
PATH definition statement. For more information, refer to the description of
DIALNO for the switched major node definition in VTAM Resource Definition
Reference.

e For VTAM V4R2 or later, you can code the VTAM DIALNO keyword or the
VTAM DLCADDR keyword on the VTAM PATH definition statement. The
remainder of this section describes how to code the VTAM DLCADDR keyword.

A Token-Ring DLC address has these elements. Code one DLCADDR keyword for
each element.

1. DLC type

2. Port number

3. Destination service access point (DSAP)

4. Destination’s medium access control (MAC) address
5. Source service access point (SSAP) (optional)

In the DLCADDR keyword value:

¢ The first suboperand indicates which element you are defining.

| 1 Starting with NCP V7RS8.
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e The second suboperand indicates the format of the third suboperand
(C=character, D=decimal, and X=hexadecimal).

e The third suboperand defines the value of the element.

Code the DLCADDR keyword as follows:
1. To specify a DLC type of Token Ring, code:
DLCADDR=(1,C,TR)
2. To identify the port number of the Token-Ring physical line, code:
DLCADDR=(2,D,nn)

where nn is the decimal number corresponding to the value you code for
PORTADD on the LINE definition statement.

3. To specify the DSAP, code:
DLCADDR=(3,D,nn) or DLCADDR=(3,X,hh)

where nn and hh are the SAP of the remote Token-Ring station, in decimal and
hexadecimal, respectively.

4. To specify the destination’s medium access control (MAC) address, code:
DLCADDR=(4,X,hhhhhhhhhhhh)

where hhhhhhhhhhhh is the hexadecimal MAC address of the remote Token-
Ring station.

5. To specify the SSAP, code:
DLCADDR=(5,D,nn) or DLCADDR=(5,X,hh)

where nn and hh are the SAP of the source NCP, in decimal and hexadecimal,
respectively. If you choose to specify the SSAP, you must specify a SAP of 04
for NCP dial processing.

For example, suppose you need to make outgoing connections to an adjacent
peripheral device attached to a Token Ring with a MAC address of
X'400012345678"' and a SAP of 4, and NCP is attached to the Token Ring through
port number 10. To specify this information using the DLCADDR keyword, code:

DLCADDR=(1,C,TR), A Token-Ring switched connection
DLCADDR=(2,D,10), Using NCP Token-Ring port 10
DLCADDR=(3,D,4), Peripheral device DSAP

DLCADDR=(4,X,400012345678) Peripheral device MAC address

For more information on the VTAM PATH definition statement and DLCADDR
keyword, refer to VTAM Resource Definition Reference.

Sample Token-Ring Peripheral Resource Definitions

6-26

Figure 6-13 on page 6-27 shows how to define Token-Ring peripheral resources.
This example includes a pool of 40 unassigned logical peripheral lines.

NDF adds some of these definition statements and keywords automatically. For

more information, see “NDF-Generated Additions for Token-Ring Resources” on
page 6-4.
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BNAME BUILD T2TIMER=(0.2,0.3,2)

*

PERGRP ~ GROUP ECLTYPE=(PHYSICAL,PERIPHERAL)

*

PERLN1 LINE ADDRESS=(1088,FULL), Line addr in controller chassis
LOCADD=400037450101, This TIC's ring-station address
PORTADD=1 User-assigned ID number (0-99)

*

PERPU1 PU

*

PERLN2  LINE ADDRESS=(1089,FULL), Line addr in controller chassis
LOCADD=400037450102, This TIC's ring-station address
LSPRI=PU, Prioritize PU sessions
PORTADD=2 User-assigned ID number (0-99)

*

PERPU2  PU

*

Other physical LINE and PU
pairs
*

LPERGR1 GROUP ECLTYPE=(LOGICAL,PERIPHERAL),

PHYSRSC=NONE, Not assigned
CALL=INOUT, NCP or devices can initiate
AUTOGEN=40 Adds 40 LINE and PU pairs

*

LPERGR2 GROUP ECLTYPE=(LOGICAL,PERIPHERAL),
PHYSRSC=PERPU1 Associate logical resource with PU

*

LPERLN2 LINE CALL=INOUT NCP or devices can initiate

*

LPERPU2 PU

*

LPERGR3 GROUP ECLTYPE=LOGICAL, This is a peripheral group
PHYSRSC=PERPUZ, Refers to line group name
CALL=INOUT, NCP or devices can initiate
AUTOGEN=24 Adds 24 LINE and PU pairs

Logical GROUPS for other
physical lines

Figure 6-13. Example: Defining NTRI with Peripheral Lines

Token-Ring Subarea Links

This section describes general requirements for defining Token-Ring physical and
logical connections to an adjacent subarea.

A connection between subareas is a transmission group. You can assign up to 255
SDLC, Token-Ring, and frame-relay lines in any combination to the same trans-
mission group. See “Transmission Groups” on page 12-15 for more information.

A type 1 TIC supports either peripheral or subarea nodes, but not both. A type 2
or type 3 TIC supports any combination of subarea and peripheral nodes in the
same Token Ring. If the ring has a mix of peripheral and subarea nodes, and only
type 1 TICs are available, define at least two physical lines, one for peripheral con-
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nections and one for subarea connections. Each physical line definition requires a
corresponding logical line definition.

Figure 6-14 shows physical and logical lines in a Token-Ring subarea link.

Host Host

Physical line A Physical line B

Figure 6-14. Token-Ring Subarea Physical and Logical Lines

Defining Token-Ring Physical Subarea Connections

6-28

Define at least one physical line group to connect the communication controller to
the Token-Ring network. The physical connection of NCP to the Token Ring is a
nonswitched duplex line. “Defining Token-Ring Physical Connections” on page 6-6
describes the general requirements for defining Token-Ring physical lines.

Code the following definition statement and keywords to provide NCP with informa-
tion about the type of subarea connection.

GROUP ECLTYPE

ECLTYPE defines the type of Token-Ring resources that are defined by the line
group:
e ECLTYPE=(PHYSICAL,SUBAREA) defines a physical line group that supports
only subarea connections.

e ECLTYPE=(PHYSICAL,ANY) defines a physical line group that can support
subarea connections, peripheral connections, or a combination of both types of
nodes on the same TIC. ANY is valid on ECLTYPE only when
ADAPTER=TIC2 or ADAPTER=TIC3.
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Sample Definition of Token-Ring Physical Subarea Connections
Figure 6-15 shows how to code a Token-Ring physical connection to a subarea.
The physical connection also supports logical connections to peripheral nodes.

A3137CS GROUP ADAPTER=TIC3, *
ANS=CONTINUE, *
ECLTYPE=(PHYSICAL,ANY), *
ISTATUS=ACTIVE, VTAM-only keyword *
TRSPEED=16, *
USSTAB=AUSSTAB, VTAM-only keyword *
XID=NO

*

A31L2144 LINE ADDRESS=(2144,FULL), Line address in 3746 Model 900 *
LOCADD=400000007041, This TIC's ring-station address *
MAXTSL=3500, *
PORTADD=10, User-assigned ID number (0-99) *
TRSPEED=16, *
XMONLNK=YES

*

A31P2144 PU PUTYPE=1 PUTYPE=1 added to GROUP by NDF

Figure 6-15. Example: Defining Token-Ring Physical Subarea Connections

Defining Token-Ring Logical Subarea Connections

You can define more than one logical subarea connection between NCPs across a
Token Ring. However, for NCP V7R4 and earlier releases, only one logical
subarea connection can be activated between two NCPs if each NCP uses a single
physical connection to the Token Ring. This restriction does not apply to NCPs
running V7R5 or later releases; however, if type-3 TICs are used, they must have
the appropriate TRP microcode level (EC D46120).

The logical subarea connection is made between the TICs at either end of the con-
nection by using the address of each TIC. You can assign more than one Token-
Ring logical subarea link to a single transmission group if each link is associated
with a unique pair of TIC addresses and service access points (SAPS).

Code the following definition statements and keywords to provide NCP with infor-

mation about the subarea identification, transmission characteristics, and how to
improve performance.
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GROUP

GROUP ECLTYPE
NETID
PHYPORT

PHYSRSC

LINE IPL
LOCALTO
MLTGPRI
MONLINK
REMOTTO
RETRIES
SDLCST
T1TIMER
T2TIMER

PU ADDR
SSAP1
MAXDATA
MAXOUT
NETID
PIUCHECK3
TGCONF
TGN
UNIQUE?

1 Supported starting with NCP V7R5.
2 Supported starting with NCP V7R6.
3 Supported starting with NCP V7R?7.

ECLTYPE on the GROUP definition statement defines a logical subarea link. The
corresponding GROUP definition for the physical line group must contain
ECLTYPE=(PHYSICAL,SUBAREA) or ECLTYPE=(PHYSICAL,ANY) if you code
ECLTYPE=(LOGICAL,SUBAREA) for this line group.

NETID identifies the name of the non-native subarea network. The name subop-
erand is the NETID value on the NETWORK definition statement for the non-native
network. If you code the second suboperand, ANY, NETID values on the PU defi-
nition statements for this group do not have to be the same.

PHYPORT defines the port address for a group of logical lines, and it associates a
group of Token-Ring logical lines with a physical line if it matches the PORTADD
value coded on the physical line definition.

Notes:

1. When PHYPORT defines the port address for a group of Token-Ring logical
lines and when multiple physical lines are defined with a matching PORTADD
value, the group of logical lines will be associated with the first physical line
defined with that PORTADD value.

2. Code the PHYPORT keyword only when you define NTRI connections.
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PHYSRSC associates a group of Token-Ring logical lines with a physical line if the
value coded on PHYSRSC matches the label assigned to the PU definition state-
ment. For NTRI, you can code either PHYPORT or PHYSRSC to associate SNA
logical lines with a physical connection. PHYSRSC has the advantage of causing
VTAM to defer activation of logical subarea lines associated with a physical station
until the station is activated. Code SUBAREA or ANY on ECLTYPE to define the
corresponding physical line. If you choose PHYPORT, code the same value on
both PHYPORT and PORTADD in the LINE definition statement that defines the
physical connection.

IPL on the LINE definition statement specifies whether your NCP can be loaded or
dumped over this link. Code IPL=YES to load a remote NCP over a Token-Ring
subarea link. See “Remote Loading and Activation over a Token-Ring Line” on
page 6-48 for more information.

LOCALTO, REMOTTO, T1TIMER, and T2TIMER define timeout values used for
logical connections. Starting with NCP V7R3, you can replace the LOCALTO and
REMOTTO keywords with the TITIMER keyword to specify the reply timer value.
See “Determining a T1 (Reply) Timer Value for a Local Link” on page 16-36 for
more information about determining a value for the TATIMER keyword.

MLTGPRI assigns a priority value to a line in an MLTG. Code MLTGPRI when you
define a Token-Ring line that is activated in an MLTG. See “Multilink Transmission
Groups” on page 12-16 for more information.

MONLINK specifies that SMMF is to activate and monitor subarea links. You can
code MONLINK=YES, NO, or CONTINUOUS. Code MONLINK=YES on at least
one subarea line, channel link, channel link station, or ESCON logical line definition
to allow NCP activation following a load.

RETRIES specifies how many attempts NCP is to make to recover from errors that
occur during transmission over a Token-Ring logical line. See “Logical Line
Retries” on page 6-47 for additional information.

SDLCST identifies the names of the SDLCST definition statements used for this
logical subarea line. SDLCST definition statements provide subarea link character-
istics used by NCP when the link station is operating in either primary or secondary
mode. See “Defining SDLC Subarea Links” on page 12-3 for more information
about how to code SDLCST statements.

ADDR on the PU definition statement identifies the destination service access point
(DSAP) and hardware address of the Token-Ring connection to a session partner.
The value you code carries the DSAP first and the hardware address last. Only a
DSAP of X'04' is supported for subarea connections to an adjacent NCP running
V7R4 or an earlier release. This restriction does not apply beginning with NCP
V7R5; however, if the hardware address is for an adjacent TIC3, it must have the
appropriate microcode level.

Note: LOCADD on the physical line GROUP definition specifies the local TIC
hardware address for the adjacent NCP; ADDR identifies the DSAP and hardware
address of the session partner TIC.

SSAP specifies the source service access point (SSAP) for this Token Ring
subarea connection. A Token Ring station’s address comprises the local and
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remote MAC addresses and the source and destination SAPs. The SSAP keyword
and the DSAP portion of the ADDR keyword enable you to specify multiple logical
subarea stations with unique addresses to TICs that have the same MAC address.

Note: Using the default SSAP of X'04' works in most configurations. However, if
you want to have multiple logical subarea connections from one TIC to another TIC
or TICs with the same MAC address, you must use different SSAPs to obtain
unigue addressing.

MAXDATA minimizes the coordination problems among different line types by lim-
iting the maximum amount of data the link station can receive in one data transfer.
Code MAXDATA only if the Token-Ring subarea link is part of an MLTG. The limit
you specify includes one PIU or PIU segment and header information. Refer to the
documentation for a specific device to determine how much data it can receive.
See “Multilink Transmission Groups” on page 12-16 for more information.

MAXOUT determines the number of frames that NCP is to send before receiving an
acknowledgment. Code MAXOUT on the PU definition statement only for subarea
lines. See “Window Sizes for Sending and Receiving Frames” on page 6-42 for
more details on how to use MAXOUT.

NETID identifies the network containing the adjacent subarea node. Code the
same NETID value on each PU definition statement in each group, unless you code
NETID=(name,ANY) on the GROUP definition statement.

PIUCHECK specifies whether a checksum validation should be performed on PIUs
sent and received by this station. For the checksum validation support to be
enabled, the adjacent link station must also have PIUCHECK=YES coded. For
more information about the PIUCHECK subarea checksum support, see
PIUCHECK keyword on the PU definition statement on page 24-9.

TGCONF specifies whether a transmission group contains one or more logical
lines. Code TGCONF=SINGLE if transmission group contains only a single Token-
Ring logical subarea line.

TGN assigns the logical link to a specific transmission group. For more informa-
tion, see “Transmission Groups” on page 12-15.

UNIQUE indicates the uniqueness of the destination hardware address defined for
the ADDR keyword. When the destination hardware address is a unique locally
administered address, code UNIQUE=YES to prompt a test frame with a zero
(DSAP) value to be sent during route discovery processing. However, when the
destination hardware is a duplicate locally administered address, you must code
UNIQUE=NO prompting a test frame with the DSAP value, specified for the ADDR
keyword, to be sent during route discovery processing.

Sample Definition for Token-Ring Logical Subarea Connections
Figure 6-16 on page 6-33 shows an example of a Token-Ring logical subarea con-
nection.
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Subarea Link

Token Ring

Token-Ring Subarea Links

Logical

NCP2

Figure 6-16. Token-Ring Logical Subarea Connections

Figure 6-17 shows how to define the NCP1 Token-Ring logical subarea connection
shown in Figure 6-16. This is a logical connection associated with the physical
connections defined in Figure 6-15 on page 6-29. The ring station address of the
Token-Ring adapter for NCP2 is 400000000431 and the logical subarea connection
is assigned to transmission group 1.

*

*

A31PG2C PU

A31INNG3 GROUP ANS=CONTINUE,
ECLTYPE=(LOGICAL,SUBAREA),

IPL=YES,
ISTATUS=ACTIVE,
MAXOUT=3,
MODETAB=AMODETAB,
MONLINK=YES,
PHYSRSC=A31P2144,
RETRIES=(3,2,1),
SDLCST=(,N31SEC),
TGCONF=MULTI,
USSTAB=AUSSTAB

A31LG2C LINE MLTGPRI=60,

TGN=1

ADDR=04400000000431,

MAXDATA=5000

VTAM-only keyword
VTAM-only keyword

Associate logical with physical

* 0% X X 3k X X F F X X

VTAM-only keyword

Figure 6-17. Example: Defining Token-Ring Logical Subarea Connections

Differences between Subarea and Peripheral Logical Connections
Table 6-1 summarizes how logical subarea lines differ from logical peripheral lines.

Table 6-1 (Page 1 of 2). Token-Ring Logical Subarea and Peripheral Connections

Differences

Logical Subarea Connections Logical Peripheral Connections

Line type
PU type
PIU type

Logical line
assignment

Nonswitched line

Switched line

PU type 4 PU type 2 or 2.1

FID4 and FIDF PIUs FID2 PIUs

Assign all logical lines to phys- You can define unassigned logical
ical lines in the NCP generation lines.

definition.
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Table 6-1 (Page 2 of 2). Token-Ring Logical Subarea and Peripheral Connections

Differences

Logical Subarea Connections

Logical Peripheral Connections

Link station
addresses

Coding
MAXOUT

Link station not

available

Duplicate TIC
addresses

SAPs

Timer values

Auto network
shutdown (ANS)

Specify the adjacent NCP link
station address in the NCP gen-
eration definition.

You can code MAXOUT in the
NCP generation definition.

The connection remains in
contact-pending state during link
establishment if the other link
station is not available.

For NCP V7R4 and earlier
releases, you cannot use dupli-
cate TIC addresses for physical
Token-Ring lines supporting
logical subarea connections.
This restriction does not apply to
NCPs running V7R5 and later;
however, the duplicate type 3
TICs must have the appropriate
microcode level.

For NCP V7R4 and earlier
releases, a default SSAP of
X'04' is used for logical
subarea connections. Starting
with NCP V7R5, you can use an
SSAP other than X'04' for
logical subarea connections.

You can specify separate timer
values for each line.

The default is session continua-
tion.

The link station address is speci-
fied in the VTAM definition of the
switched major node.

MAXOUT is specified in the VTAM
definition of the switched major
node.

A timeout occurs on a callout if the
other link station is not available.

You can use duplicate TIC
addresses for physical Token-Ring
lines supporting logical peripheral
connections.

You must use an SSAP of X'04'
for logical peripheral connections.

You cannot specify separate timer
values for each line because the
lines are not assigned to link
stations.

The default is session discontinua-
tion.

3746 Model 900 Service Processor LAN

The Service Processor LAN is used for MOSS communication on a 3745-xxA, and
for MOSS-E communication on a 3746 Model 900 attachment. This LAN can also
carry user traffic with the following restrictions:

¢ All stations on the Service Processor LAN must be configured at 16 Mbps.
Code TRSPEED=16 on the physical lines for these stations.

e User stations on the LAN must have hardware addresses (LOCADD) that are
different from the following device hardware addresses:

— The IBM PS/2 that functions as the MOSS-E console
— The MOSS port on the 3745-xxA
— The type 3 TIC on the control bus and service processor (CBSP) with line

address 2080.
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Note: These addresses are determined by your IBM support represen-
tative at installation time. See Service Processor Installation and Mainte-
nance for more information about the Service Processor LAN.

e |t is necessary to define a physical line with ADDRESS=2080 and a LOCADD
value equal to the hardware address (determined at installation time) of the
type 3 TIC on the CBSP with line address 2080.

Converting Existing Token-Ring Resources to 3746 Model 900
Token-Ring Resources

You can attach a Token-Ring to NCP through the 3746 Model 900 (CSS) and
type 3 TIC. The 3746 Model 900 improves NCP performance by performing NCP
data link control functions. To use the 3746 Model 900, you need to obtain a
license for the NCP 3746 Model 900 Feature from IBM.

Note: 3746 Model 900 does not support frame handler logical connections.

This section shows how to update your generation definition to convert NTRI lines
to 3746 Model 900 Token-Ring lines.

Figure 6-18 on page 6-36 shows the type 2 TIC definition.
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BUILD VERSION=V7R8, Generate NCP V7R8 *

* 2]

*

KAhhkAhkhhhh A hkhrhh b hkdhhhdhhhhhhhhhhkrhhhhkdhhddhdhhhhdhhddhhhhdhhhdrhdhrhhrkhdx

* NTRI PHYSICAL CONNECTIONS *

kkkhkkkkhhkkkhhkkhkkhkhhkkhhkkhkhkhkhkhkhkkhhkkhhkkhhkhkhhkhhhkhkhhkhkhkkhhkkhhkkhhkhkhhkhkhkkkhkkhkhkkhkkkkkx

*

A3INTRI GROUP ANS=CONTINUE, *
ECLTYPE=(PHYSICAL,ANY), *
ISTATUS=ACTIVE, VTAM-only keyword *
TRSPEED=16, *
USSTAB=AUSSTAB, VTAM-only keyword *
XID=NO

*

A31L1090 LINE ADAPTER=TIC2, *
ADDRESS=(1090,FULL), Line address in controller A -
LOCADD=400000007041, This TIC's ring-station address *
MAXTSL=3500, *
PORTADD=10, User-assigned ID number (0-99) *
TRSPEED=16, *
XMONLNK=YES

*

A31P1090 PU PUTYPE=1 PUTYPE=1 added to GROUP by NDF

*

A31L1090 LU B -

*

kkkkkkhhkkkhhkkkhkkkhhkkhkhhkkkhkkhkhkkhhkkhhkkhhkkhhkhkhhkkhhkkhhkhkkhhkkhkhhkkkhkkhkhkkhkhkkkhkkhkkkkkxk

* NTRI PERIPHERAL LOGICAL LINES *

Khhkhhkkhhhkhrhkhkrhhhhdhhdrhhhhhhhhhhdhrhhhhhhdrhdrhhhhdhhhdhrhdhrhdhhhdhrhdhrhdxd

*

A31BNNG2 GROUP ANS=CONTINUE, *
AUTOGEN=3, Adds 3 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=(LOGICAL,PER), *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB, VTAM-only keyword *
PHYPORT=10, Associate Togical with physical *
RETRIES=(3,2,1), *
USSTAB=AUSSTAB VTAM-only keyword

*

Figure 6-18 (Part 1 of 2). Example: Converting a Type 2 TIC to a Type 3 TIC (Before)
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kkkhkkkkhhkkhhkhkhkkhkhkkhhkkhkhkkhhkkhhkkhhkkhhkhkhhkhhhkhkhhkhkhkkhhkkhhkkhhkhkhkkhkhkkhkkhkkhkhkkhkkkkkx
* ALLOWS SUBAREA TRAFFIC BETWEEN THE NTRI 1090 LINE AND THE 1088 LINE *
* OF AO4NCP. *
kkkhkkkkhhkkkhhkkkhkkhkhkkhkhkkhhkkhhkkhhkkhhkkhkkhkhhkkhkhkkhkhkkhkhkkhhkkhhkkhkkkhkkkhkkkhkkhkhkkhkkkkx
*
A31INNG3 GROUP ANS=CONTINUE,

ECLTYPE=(LOGICAL,SUBAREA),

IPL=YES,

ISTATUS=ACTIVE, VTAM-only keyword

MAXOUT=3,

MODETAB=AMODETAB,  VTAM-only keyword

MONLINK=YES,

PHYPORT=10, Associate logical with physica]lj

RETRIES=(3,2,1),

SDLCST=(,N31SEC),

USSTAB=AUSSTAB VTAM-only keyword

E o B R

*

A31LG2C LINE MLTGPRI=60, *
TGN=1

*

A31PG2C PU  ADDR=04400000000431, *
MAXDATA=5000

Figure 6-18 (Part 2 of 2). Example: Converting a Type 2 TIC to a Type 3 TIC (Before)

The following steps describe how to convert the type 2 TIC definition shown in
Figure 6-18 on page 6-36 to a type 3 TIC definition.

2]

Note:

Change the value of VERSION to V7R8F to include 3746 Model 900
support.

Code RETRIES on the SDLCST statement.

Change the value of ADAPTER from TIC2 to TIC3. (If you coded ADAPTER
on the LINE definition statement, move it to the GROUP definition state-
ment.)

Change the value of ADDRESS on the LINE definition statement to specify a
3746 Model 900 Token-Ring line number. Refer to NCP, SSP, and EP
Resource Definition Reference for a list of 3746 Model 900 Token-Ring line
numbers.

Delete the LU definition statement from the physical line definition.

Replace PHYPORT with PHYSRSC in each subarea logical line definition to
associate each logical line with the physical connection to the Token Ring.

The RCVBUFC keyword is ignored for 3746 Model 900 Token-Ring lines.
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Figure 6-19 shows the sample generation definition after the conversion.

BUILD VERSION=V7R8F, NCP V7R8 with CSS support *

*

N31SEC  SDLCST RETRIES(4,2,1) 2]

*

kkkhkkkkhhkkkhhkkhkkhkhhkkhhkkhhkkhhkkhhkkhhkkhkkhkhhkkhhhkkhkhkkhkhkkhhkkhhkkhkhkhkhhkkhkhkkkhkkhkhkkhkkkk*x

* 3746 MODEL 900 PHYSICAL CONNECTIONS *

KAhkhkhkkhhhhhhkhrhhhhdhhhhhhhhhhdhhhrhhhhdhhdrhdhhhhhhhdrhhhhdhhhdrhhrhhrkhdx

*

A3137CS GROUP ADAPTER=TIC3, *
ANS=CONTINUE, *
ECLTYPE=(PHYSICAL,ANY), *
ISTATUS=ACTIVE, VTAM-only keyword *
TRSPEED=16, *
USSTAB=AUSSTAB, VTAM-only keyword *
XID=NO

*

A31L2144 LINE ADDRESS=(2144,FULL), Line address in controller A -
LOCADD=400000007041, This TIC's ring-station address *
MAXTSL=3500, *
PORTADD=10, User-assigned ID number (0-99) *
TRSPEED=16, *
XMONLNK=YES

*

A31P2144 PU PUTYPE=1 PUTYPE=1 added to GROUP by NDF

* ﬂ *

Khkkhkhkkhhkkhhkhkhhhhkhhhhhhhhhkhhhhdhhhdhhhhhhhdhhhrhhhhhhhdrhdhhdhkhdhrhdxkhdixkx

* 3746 MODEL 900 PERIPHERAL LOGICAL LINES *

Khhkhhkkhhhhhhhkrhhhhdhhdrhhhhhhhhhhdhhhhdhhdrhhrhhhhdhhhdrhdhrhdhhhdhrhdhrhdrd

*

A31BNNG2 GROUP ANS=CONTINUE, *
AUTOGEN=3, Adds 3 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=(LOGICAL,PER), *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB, VTAM-only keyword *
PHYPORT=10 Associate logical with physical *
RETRIES=(3,2,1), *
USSTAB=AUSSTAB VTAM-only keyword

*

Figure 6-19 (Part 1 of 2). Example: Converting a Type 2 TIC to a Type 3 TIC (After)
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B R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* ALLOWS SUBAREA TRAFFIC BETWEEN THE 3746 MODEL 900 *
* 2144 LINE AND THE 1088 LINE OF A0G4 NCP *

R R R R R R R R R R R R R R R R R R R R R R T R R R R
*

A31INNG3 GROUP ANS=CONTINUE,
ECLTYPE=(LOGICAL,SUBAREA),
IPL=YES,
ISTATUS=ACTIVE, VTAM-only keyword
MAXOUT=3,
MODETAB=AMODETAB,  VTAM-only keyword
MONLINK=YES,
PHYSRSC=A31P2144, Associate Togical with physica]lj
RETRIES=(3,2,1),
SDLCST=(,N31SEC), Name SDLCST definition statement
USSTAB=AUSSTAB VTAM-only keyword

E o R R R

*

A31LG2C LINE MLTGPRI=60, *
TGN=1

*

A31PG2C PU  ADDR=04400000000431, *
MAXDATA=5000

Figure 6-19 (Part 2 of 2). Example: Converting a Type 2 TIC to a Type 3 TIC (After)

Performance Characteristics

Data Transfer

Several characteristics affect the performance of Token-Ring resources in the
network. This section describes the Token-Ring data transfer and timing character-
istics of Token-Ring resources. NCP buffer size and data transfer characteristics
can also affect performance. See Chapter 24 for more information about NCP
performance.

The three performance characteristics of data transfer are Token-Ring speed, frame
size, and the number of frames that can be sent or received before being acknowl-
edged (frame transmission window size).

Token-Ring Speed
Code the following definition statement and keyword to provide NCP with informa-
tion about the Token-Ring speed for type 2 and type 3 TICs.

LINE TRSPEED

TRSPEED defines a Token-Ring speed of 4 Mbps or 16 Mbps. TRSPEED=16 is
valid only for a type 2 or type 3 TIC. (Devices that operate at different speeds can
be on different rings connected by a bridge.) If the TRSPEED value does not
match the actual Token-Ring speed, physical line activation fails and the Token
Ring appears to the adapter to be beaconing. If you do not code TRSPEED, NDF
assumes 4 Mbps for a type 1 TIC and 16 Mbps for a type 2 or type 3 TIC.

When you code TRSPEED=16, the Token-Ring adapter uses early token release;
otherwise, it uses normal token release. Early token release causes the adapter to
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pass a token to another node immediately after a frame has been transmitted,
instead of waiting until the adapter strips the transmitted frame from the ring.

Frame Size

Resource allocation in the TIC and NCP requires a limit on the size of frames to be
sent and received by NCP. Frame size is determined by a number of factors.
When selecting a maximum frame size for a local Token-Ring station, consider the
TIC type and the constraints of the workstation or adjacent NCP. When selecting a
maximum frame size for a remote Token-Ring station, consider constraints imposed
by the remote bridge or wide area link, the TIC type, and the workstation or adja-
cent NCP.

Code the following definition statements and keywords to provide NCP with infor-
mation about the maximum frame sizes for transmitting and receiving data.

LINE MAXTSL
MAXFRAME
RCVBUFC

PU MAXDATA

MAXTSL on the LINE definition statement determines the maximum amount of
data, including the transmission header, the request header, and the response unit,
that NCP can transmit. MAXTSL is valid only for Token-Ring physical lines. NCP
uses the MAXTSL value to determine the maximum frame size for all SNA logical
lines associated with a physical line.

When a frame-relay interface is defined on the Token-Ring, the larger value of
MAXFRAME and MAXTSL determines the maximum amount of data, including the
802.2 LLC header and 2 byte DLCI data, that NCP can transmit over that frame
relay interface. MAXFRAME limits the largest frame that can be transmitted for an
associated NTRI frame handler logical line. MAXTSL limits the largest frame that
can be transmitted over an SNA or IP interface.

The MAXTSL value should be greater than or equal to the MAXDATA value coded
on the PU definition statement. If MAXTSL is less than MAXDATA, the maximum
transmission size for that physical unit is reduced to the value of MAXTSL during
logical connection activation. If transmission frames are larger than MAXTSL, they
are segmented. If the Token-Ring station is in a multilink transmission group
(MLTG) with other stations, the segment size can be reduced to the segment size
of another station.

For NTRI subarea logical lines, the MAXTSL value can be reduced by a smaller
RCVBUFC value specified in the other NCP and passed in an XID frame during
logical connection activation. If this happens, frames larger than MAXTSL are seg-
mented.

The type 1 TIC has only 2184 bytes of storage available for sending and receiving
Token-Ring frames. Consider this when you select a value for MAXTSL because a
large MAXTSL value causes frame transmission to use a large amount of the

type 1 storage. If not enough storage is available to receive a frame, that frame is
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not copied and must be resent by the other device. This condition is called TIC
congestion and should be avoided if at all possible. The type 2 and type 3 TICs
have 64KB of adapter storage, which is large enough that TIC congestion rarely
occurs.

A less significant factor to consider in selecting a MAXTSL value is the number of
frame retransmissions that could occur on that physical line due to frames lost
because of line errors. A smaller frame size can reduce the number of frames lost.
NCP uses the MAXTSL value to determine the maximum frame size for Token-Ring
logical subarea connections. During the XID exchange for logical subarea con-
nections, NCP determines the maximum frame size by selecting the smallest of the
following values:

e Maximum transmission size of a physical line (MAXTSL)

e lLargest frame size parameter of the bridge (this is generated by the bridge
during route determination)

e Maximum PIU size supported by the other NCP.

When you define frame size for a NTRI connection, the MAXTSL value should be
compatible with the RCVBUFC value.

For an MLTG, NCP determines the maximum frame size by selecting the smallest
of the following values:

e Maximum transmission size specified for the group of links (MAXDATA)
¢ Maximum transmission size of a single link (MAXTSL)

e Largest frame size parameter of the bridge

e Maximum receive size of the link (RCVBUFC for NTRI connections).

For additional information about determining frame size, see NCP and EP Refer-
ence.

PIUs that are larger than the negotiated maximum segment size are split into
smaller segments before transmission. When segments are received, they are
reassembled before they are passed to their destination.

MAXFRAME defines the maximum frame relay frame size to be transmitted over a
frame relay interface. The value you code should equal or exceed the maximum
possible frame size. Specify the same value for MAXFRAME for all physical lines
that support a PVC through any number of NCPs. See the DLCI information under
“PU” page 16-32 for information about the relationship between MAXFRAME and
DLCI on the PU definition statement.

RCVBUFC defines the NCP buffer capacity for receiving data from an IBM Token-
Ring Network during one data transfer. The RCVBUFC value must be greater than
or equal to the maximum number of bytes that will be received in one data transfer
operation. Code RCVBUFC only for NTRI connections; RCVBUFC is ignored for
3746 Model 900 Token-Ring connections.

Note: If NTRI frame handler support is defined, MAXFRAME can be larger than
RCVBUFC. This allows larger NTRI frame handler frames to be received.

For a physical line that supports peripheral connections, specify a RCVBUFC value
that is greater than or equal to the largest frame that will ever be received. If a
frame larger than that specified by RCVBUFC is received, the frame is ignored and
an NMVT Alert is sent to the host. For subarea stations, RCVBUFC is passed to

Chapter 6. Token-Ring Resources  6-41



Performance Characteristics

PU

the other subarea node during the XID2 exchange. This value influences the other
subarea node’s determination of its maximum frame size, so it is possible to select
a value that is less than the maximum frame size and cause larger PIUs to be
segmented.

MAXDATA on the PU definition statement specifies the maximum amount of data
the device receives in one data transfer, that is, in one PIU or PIU segment
(including the transmission header and request/response header). Refer to the
documentation for a specific device to determine the amount of data it can receive.
The maximum amount of user data NCP sends to the device is the value of
MAXDATA minus 9 bytes. These 9 bytes represent the length of the transmission
header (6 bytes) and the request/response header (3 bytes). Code MAXDATA on
the PU definition statement on the VTAM switched major node definition for periph-
eral devices.

Window Sizes for Sending and Receiving Frames

You can improve the performance of Token-Ring resources by adjusting the
window sizes for sending and receiving information frames (I-frames) between NCP
and an adjacent station. A window is the number of I-frames that can be sent or
received between acknowledgments. By defining large windows, you can send and
receive many I|-frames between acknowledgments, which increases throughput. Of
course, large windows can also increase the length of time NCP takes to detect
congestion or frame loss.

Note: This section applies to SNA peripheral and subarea connections only.

Code the following definition statements and keywords to define window sizes for
sending and receiving I-frames.

BUILD T2TIMER

LINE DYNWIND
T2TIMER

PU DYNWIND
MAXOUT
T2TIMER

BUILD

6-42

T2TIMER defines the receive window size. NCP sends an acknowledgment to an
adjacent station after the number of I-frames received from that station reaches the
T2TIMER value. T2TIMER can be coded on the following definition statements:

e T2TIMER on the BUILD defines the receive window size for all Token-Ring
logical lines in the network

e T2TIMER on the logical subarea LINE defines the receive window size for a
specific subarea link

e T2TIMER on the logical subarea PU defines the receive window size for a spe-
cific physical unit.

T2TIMER defined on the PU or LINE definition statement overrides the value speci-
fied on the BUILD.
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Note: T2TIMER must be coded on the PU definition statement for dynamic recon-
figuration and switched PU support via VTAM.

DYNWIND can be coded on the GROUP, LINE, or PU statement for a physical line
or a subarea logical line. DYNWIND specifies the values to be used by NCP to
modify the IEEE 802.2 LLC working window parameter. The values specified incre-
ment the size of the working window or control how quickly the working window
should be closed or dropped when frame loss or congestion occurs. When you
code DYNWIND on a physical line definition, the values specified apply to all non-
leased logical lines associated with that physical line, unless the values are coded
in the VTAM switched major node.

DYNWIND defines the following values:

nw
The IEEE 802.2 LLC Nw parameter. When NCP detects frame loss or
congestion, NCP reduces the transmission window size by the amount
specified by the dw or dwc parameter. After this happens, NCP increases
the window size after Nw frames transmitted by NCP are received and
acknowledged by the adjacent station. This process continues until the
window size reaches the maximum (MAXOUT on the PU definition state-
ment).

NTRI: dw and dwc
The rates at which the window size decreases when frame loss or con-
gestion occurs. The default for the dw value causes NCP to decrease the
window size to 1 immediately upon recognizing a lost frame. This con-
forms to the IEEE 802.2 logical link control (LLC) protocol. The default for
dwe results in no change to the window when NCP assumes congestion
(RNR frame received). You can increase the transmission rate by coding
values that cause the window size to decrease more slowly. See the
description of the DYNWIND keyword on the PU statement in NCP, SSP,
and EP Resource Definition Reference for a list of valid dw and dwc
values and their effects on the working window.

MAXOUT on the PU definition statement defines the transmission window size.
This is the maximum number of I-frames NCP is to send to the adjacent station
without receiving an acknowledgment from the station.

For a peripheral physical unit, code MAXOUT on the PU definition statement in the
VTAM switched major node definition. See VTAM Resource Definition Reference

for the range of values for MAXOUT. For a subarea physical unit, code MAXOUT

on the PU definition statement in the NCP generation definition.

NCP sends frames until the number of frames reaches MAXOUT. If NCP has not
received a response by this time, NCP stops sending and waits for a link-level
acknowledgment. If NCP receives a link-level acknowledgment before reaching
MAXOUT, it resets the frame count to 0 and starts counting frames after the last
frame acknowledged. All frames sent are kept in NCP storage until the acknowl-
edgment is received.

Using a higher value of MAXOUT results in high utilization of the Token-Ring con-

nection to the device. In a remote LAN environment, where the connection is
across a wide area network, consider the following issues:
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¢ The MAXOUT value needs to be large enough for NCP to transmit frames
steadily to the wide area network without introducing needless waiting for fre-
guent acknowledgments.

e |f the MAXOUT value is too high, the remote bridge will suffer congestion from
a single NCP monopolizing its transmission resources.

Sample Definition for Token-Ring Performance

Figure 6-20 shows how MAXTSL, RCVBUFC, and T2TIMER can be used to
improve Token-Ring performance. The largest frame to be sent over the Token-
Ring connection is 4060 bytes. Therefore, the transmit frame size and the receive
buffer capacity (MAXTSL and RCVBUFC) are set to 4060 bytes to enable the
maximum amount of data to be transmitted in each frame. You can reduce Token-
Ring traffic if you code T2TIMER, which causes NCP to receive two data frames
before sending an acknowledgment. (For peripheral connections, NCP always
uses a value of 2 for the third parameter of T2TIMER.)

Code MAXDATA=4060 and MAXOUT=3 on the VTAM switched major node defi-
nition for each of the physical units on the Token Ring. This causes NCP to wait
for an acknowledgment whenever the number of unacknowledged transmission

frames reaches 3 before transmitting any more frames to the Token-Ring device.

The default Token-Ring speed for TIC2 adapters (TRSPEED=16) is used by all
nodes on the Token Ring.

TRNCP BUILD T2TIMER=(.5,1.5,2)
TRAGRP  GROUP ADAPTER=TICZ,
ECLTYPE=(PHYSICAL,PERIPHERAL)

TRALN1  LINE ADDRESS=(1088,FULL), Line addr in controller chassis
DYNWIND=8, STower send window recovery
LOCADD=400037450101, This TIC's ring-station address
MAXTSL=4060, Size of frames transmitted
RCVBUFC=4060, Size of receive buffer
PORTADD=1 User-assigned ID number (0-99)

TRAPU1 PU

*

LTRAGR1 GROUP ECLTYPE=(LOGICAL,PERIPHERAL),

PHYSRSC=TRAPU1, Associate Togical resource with PU
CALL=INOUT, NCP or devices can initiate
AUTOGEN=40 Adds 40 LINE and PU pairs

Figure 6-20. Example: Defining Token-Ring Performance

Timers for Logical Connections

6-44

NCP uses three types of timers for Token-Ring logical connections: the reply timer
(T1), the acknowledgment timer (T2), and the inactivity timer (TI). This section
describes the functions of these timers and how to define values for them.

Reply Timer

NCP uses the reply timer (T1) to detect a failure to receive a required acknowledg-
ment from a link station on a local or remote ring in the IBM Token-Ring Network.
If NCP does not receive an acknowledgment from a link station within the specified
time interval following the establishment of a logical connection with that link
station, NCP solicits an acknowledgment.
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Code the following definition statement and keywords to provide NCP with perform-
ance information about the reply timers.

BUILD LOCALTO
REMOTTO
T1TIMER?

1 Supported starting with NCP V7R3.

T1TIMER on the BUILD definition statement specifies the timer interval values for
acknowledgments from a local and remote ring in the IBM Token-Ring Network.
The localtl value is used for all locally attached connections. The remottl value is
used for all remotely attached connections. Unique values for logical subarea lines
can be specified using TITIMER on the GROUP, LINE, or PU definition statement.

Before T1TIMER was introduced in NCP V7R3, you needed to specify reply timer
values for local and remote connections separately using the LOCALTO and
REMOTTO keywords. LOCALTO specifies the value for locally attached con-
nections and REMOTTO for remotely attached connections.

Values used for the reply timer by NCP and the adjacent link station should be
similar. Using values that differ by a factor of 5 or more can result in performance
problems and unnecessary station INOP requests.

Acknowledgment Timer

NCP provides an acknowledgment timer (T2) that causes NCP to delay sending
acknowledgments of |-frames received over a Token-Ring logical connection. You
can use the acknowledgment timer in conjunction with the acknowledgment window
size to improve performance by delaying the acknowledgment of received I-frames.

If the acknowledgment timer is not already running, NCP starts it when NCP
receives an |-frame. NCP receives subsequent I-frames without sending an
acknowledgment until the acknowledgment timer expires, or the number of I-frames
received reaches the value specified for the window size. NCP sends an acknowl-
edgment in either case. If you do not use the acknowledgment timer, NCP sends
an acknowledgment for each received I-frame. You can specify a separate
acknowledgment delay for local and remote Token Rings. Specify a delay of O for
either of these Token-Ring types to disable the acknowledgment timer for that type
and acknowledge every I-frame received.

Code the following definition statement and keyword to define an acknowledgment
timer.

BUILD T2TIMER

LINE T2TIMER

T2TIMER on the BUILD definition statement defines the acknowledgment timer
value for all Token-Ring logical lines in the network. T2TIMER on the LINE defi-
nition statement for the logical subarea line defines the acknowledgment timer
value for a specific logical subarea line, overriding the value specified on the BUILD
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definition statement. The T2TIMER keyword has separate suboperands for timer
values for local and remote connections.

The local or remote acknowledgment timer value should be approximately one-
tenth the value specified for the reply timer for the adjacent station. This ensures
that the adjacent station receives the acknowledgment before its reply timer
expires. If there are peripheral stations that use a MAXOUT of 1, specify acknowl-
edgment timer values no longer than 0.2 seconds to avoid degrading link
throughput. If there are many peripheral stations that use a MAXOUT of 1, you
should consider not using the acknowledgment timer.

The acknowledgment window size for local and remote Token Rings is equal to the
number of I-frames to be received before NCP must acknowledge transmission.
When the number of frames received equals the defined window size, NCP sends
an acknowledgment, even if the acknowledgment timer has not expired. If the
acknowledgment timer is used for peripheral connections, NCP uses a value of 2
for window size. The acknowledgment window size should be less than the value
of MAXOUT specified by the other NCP or other device.

Inactivity Timer

NCP provides an IEEE 802.2 LLC inactivity timer (TI) for each logical connection.
The inactivity timer determines how long NCP will wait without receiving a frame
from the adjacent station. If NCP has not received a frame from the adjacent
station by the time the inactivity timer expires, NCP polls the station to determine
whether it is still active. NCP starts the inactivity timer when the link to the station
is activated, and resets the timer whenever a frame is received from the station.

Code the following definition statement and keyword to define the inactivity timer
value.

LINE TITIMER

TITIMER on the LINE definition statement for the physical line defines the inactivity
timer value. (TITIMER is coded for the physical line because the factors that deter-
mine the optimum value are related to the topology of the network.) The default
value of 60 seconds is suitable for most applications. Larger values can cause a
delay in detecting inactive stations, and smaller values can cause excessive polling.

Sample Coding for Logical Connection Timers

Figure 6-21 on page 6-47 shows how to code values for NCP timers for a specific
logical line. You can also code timer values on the BUILD and PU definition state-
ments.

In the following example, NCP waits 2.5 seconds for replies from nodes on both
local and remote Token Rings, after which it sends a specific request for acknowl-
edgment. NCP sends an acknowledgment within the next 0.3 seconds following
the reception of an I-frame, regardless of whether the sending node is on a local or
remote Token Ring. NCP also sends an acknowledgment when 3 I-frames are
received since the last acknowledgment.
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LSUBLNA LINE TITIMER=(2.5,2.5)
T2TIMER=(0.3,0.3,3)

Figure 6-21. Example: Defining Timers for Logical Connections

Logical Line Error Recovery and Retries

Logical connection error recovery is controlled by reply and inactivity timer values
and error recovery retry sequence values. If a reply is not received before the reply
timer expires, the number and frequency of attempts to retransmit the data is deter-
mined by the value coded on the RETRIES keyword on the LINE definition state-
ment. See “Reply Timer” on page 6-44 for complete information about reply
timers.

Logical Line Retries
Logical connections can fail during data transmission from one resource to another
over a logical line. Code the following definition statement and keyword to provide
NCP with information about how to retransmit data.

LINE RETRIES

RETRIES on the LINE definition statement specifies the following:
e The number of retry sequences
e The number of retransmissions within each retry sequence
e The pause time in seconds between retry sequences

e The number of retransmissions (there is no pause followed by additional retries
for local connections).

You can define RETRIES values for each Token-Ring logical line. For local logical
lines, specify only the number of retransmissions. For remote logical lines, specify
only the number of retry sequences, the number of retransmissions within each
retry sequence, or the pause time before each retry sequence.

NCP cannot detect when a remote Token Ring connected by a bridge is in auto-
matic error recovery, so the retry time for remote Token Rings should be long
enough to permit the Token Ring to recover.

Sample Definition for Error Recovery and Retries

Figure 6-22 shows how to code retry values to define the number of
retransmissions to be attempted during error recovery. NCP is to retry the trans-
mission 6 times when the error is for a node on a local Token Ring. NCP is to
perform 10 retry sequences of 10 retries with a 4-second wait between retry
sequences when the error is for a node on a remote Token Ring.

LSUBLNA LINE RETRIES=(10,4,10,6)

Figure 6-22. Example: Defining Logical Connection Error Recovery and Retries
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Remote Loading and Activation over a Token-Ring Line

You can use a Token-Ring subarea link to load an NCP load module into a remote
communication controller containing an active NCP, and then activate the new NCP
through SMMF. To do this, the active NCP in the remote controller must include a
Token-Ring subarea link defined with:

¢ XMONLNK=YES on the PU definition statement for the physical line
e |PL=YES and MONLINK=YES on the LINE definition statement for the logical
subarea line.

For a complete description of the process for remote loading and activation, refer to
NCP, SSP, and EP Generation and Loading Guide.

Sample Token-Ring Resource Definitions

The following sample generation definition shows how to define Token-Ring
subarea and peripheral resources. (See “Defining NTRI Attachments for a Frame-
Relay Network” on page 16-63 for a sample generation definition of how to define
frame-relay stations on Token-Ring.

NDF adds some of these definition statements and keywords automatically. For
more information on NDF-generated keywords, see “NDF-Generated Additions for
Token-Ring Resources” on page 6-4.

Figure 6-23 shows an NCP (NCP1) with a NTRI and a 3746 Model 900 physical
connection to two separate Token Rings and three logical lines. Two logical lines
support connections to peripheral Token-Ring nodes and one logical line supports a
subarea connection to another NCP (NCP2).

NCP2

Logical
Subarea Link

Logical
Peripheral

[PU] +19 PUs +2 PUs

Figure 6-23. Token-Ring Physical and Logical Lines

Figure 6-24 on page 6-49 shows a sample generation definition for NCP1 with the
Token-Ring resources shown in Figure 6-23.
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kkkhkkkkhhkkhhkhkhkkhkhkkhhkkhkhkkhhkkhhkkhhkkhhkhkhhkhhhkhkhhkhkhkkhhkkhhkkhhkhkhkkhkhkkhkkhkkhkhkkhkkkkkx
* NCP/TOKEN RING INTERCONNECT - PHYSICAL CONNECTIONS *
KAAAKRAA KA AR A AR A A kA kAR h Ak hhkhhhhkhdkhhk bk dhkhhdhhhhhhhhhddhhhhdhhhdrhdrhhhihdxx
*
A31INTR1 GROUP ADAPTER=TIC2,

ANS=CONTINUE,

ECLTYPE=(PHYSICAL,ANY),

NPACOLL=(YES,EXTENDED),

TRSPEED=4,

USSTAB=AUSSTAB, VTAM-only keyword

XID=NO

* % X X X Xk

*

KRR A AR AR A A AR A A A A A A A A A A A AR A AR A A A A A A A Ak hhhhhhhhhhkhhhhhhhhkhhhkhhhkhkkhhhkhkhhhhkd%k

% NTRI SUBAREA AND PERIPHERAL MIXED PHYSICAL CONNECTION *

khhkhkkhkkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhdhhhhdhhhhdhhhhddk

*

A31TR88 LINE ADDRESS=(1088,FULL), Line address in controller chassis *
LOCADD=400000003131, This TIC's ring-station address *
MAXTSL=4060, *
PORTADD=1, User-assigned ID number (0-99) *
RCVBUFC=32000

*

A31PU8B8 PU

A31PGRP2 GROUP ADAPTER=TIC2,
ANS=STOP,
ECLTYPE=(PHYSICAL,PER),
NPACOLL=(YES,EXTENDED),
TRSPEED=16,
USSTAB=AUSSTAB, VTAM-only keyword
XID=NO

* % X Xk 3k

*

hhkkhkkhkkhhkkhkkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhhhhhkhhkhhkhhhhkhkhkhkkhhhkhhhhhhhhkd*k

* NTRI PERIPHERAL PHYSICAL CONNECTION -- SAME LOCADD AS IN AO4REGC *

khhkhkhkkhkhkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhhhdhhdhhhhdkdsk

*

A31TR89 LINE ADDRESS=(1089,FULL), Line address in controller chassis *
LOCADD=400000000032, This TIC's ring-station address *
MAXTSL=16384, *
PORTADD=2, User-assigned ID number (0-99) *
RCVBUFC=32000

*

A31PU89 PU

*

Figure 6-24 (Part 1 of 3). Example: Defining Token-Ring Physical and Logical Lines
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kkkhkkkkhhkkkhhkkhkkhkhhkhkhhkhkkhhkhkhkkhhkkhhkkhhkkhhkhkhhkkhhkkhhkhkhhkhkhhkhkhhkhkhkkhkhkkhkhkkhkhkkhkkk

* NTRI PERIPHERAL LOGICAL LINES - GENERATED IN NEWDEFN *

* USED WITH A31TR88 AND/OR A31TR89  =*

kkkhkkkkhhkkkhhkkkhkkkhhkkhkhhkkkhkkhkhkkhkhkkhhkkhhkkhkhkhkhhkkhhkkhhkhkkhkkhkkhkkkhkkhkhkkhkhkkkhkkkkkhkkk

*

A31BNNG1 GROUP ANS=CONTINUE, *
AUTOGEN=20, Adds 20 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=LOGICAL, *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB,  VTAM-only keyword *
NPACOLL=(YES,EXTENDED), *
PHYPORT=NONE, Not associated with physical line =*
RETRIES=(10,10,10,10), *
USSTAB=AUSSTAB, VTAM-only keyword *
XMITDLY=NONE

*

Khkhkhhkhhhhrhkhrhhhkhkdhhddhhhhhhhhhhkrhhhhkdhhdrhdhhhhdhhddhhhhdhhkdrhdhrhhrkhdx

* 3746 MODEL 900 PHYSICAL CONNECTIONS *

kkkhkkkkhhkkkhhkhkhkkhhkkhhkkhkhkkhkhkkhhkkhhkkhhkhhhkhhhkhhhkhkhkkhhkkhhkkhhkhkhkkhkhkkhkkhkkhkhkkhkkkkx

*

A3137CS GROUP ADAPTER=TIC3, *
ANS=CONTINUE, *
ECLTYPE=(PHYSICAL,ANY), *
ISTATUS=ACTIVE, VTAM-only keyword *
TRSPEED=16, *
USSTAB=AUSSTAB, VTAM-only keyword *
XID=NO

*

A31L2144 LINE ADDRESS=(2144,FULL), Line address in 3746 Model 900 *
LOCADD=400000007041, This TIC's ring-station address *
MAXTSL=3500, *
PORTADD=10, User-assigned ID number (0-99) *
TRSPEED=16, *
XMONLNK=YES

*

A31P2144 PU PUTYPE=1 PUTYPE=1 added to GROUP by NDF

*

Khkhkhkkhhkhkhrhhkrhhhhhhhdrhhkhhhhhhhhhhhhhhhhdrhhrhhhhdhhhdrhdhrhhhhdhrhdhrhdrd

* 3746 MODEL 900 PERIPHERAL LOGICAL LINES *

kkkhkkkkhkhkkkhhkkkhkkkhhkkhkhhkkkhkkhkhkkhhkkhhkkhhkkhkhkhkkhhkkhhkkhkkhkkhhkkhkkhkkkhkkhkhkkhkhkkhkhkkhkkkhkkkx

*

A31BNNG2 GROUP ANS=CONTINUE, *
AUTOGEN=3, Adds 3 LINE and PU pairs *
CALL=INOUT, *
ECLTYPE=(LOGICAL,PER), *
ISTATUS=ACTIVE, VTAM-only keyword *
MODETAB=AMODETAB,  VTAM-only keyword *
PHYSRSC=A31P2144, Associate Togical with physical *
RETRIES=(3,2,1), *
USSTAB=AUSSTAB VTAM-only keyword

*

Figure 6-24 (Part 2 of 3). Example: Defining Token-Ring Physical and Logical Lines
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kkkhkkkkhhkkhhkhkhkkhkhkkhhkkhkhkkhhkkhhkkhhkkhhkhkhhkhhhkhkhhkhkhkkhhkkhhkkhhkhkhkkhkhkkhkkhkkhkhkkhkkkkkx

* ALLOWS SUBAREA TRAFFIC BETWEEN THE 3746 MODEL 900 *

* 2208 LINE AND THE 1088 LINE OF A04 NCP. *

kkkhkkkkhhkkkhhkkkhkkhkhkkhkhkkhhkkhhkkhhkkhhkkhkkhkhhkkhkhkkhkhkkhkhkkhhkkhhkkhkkkhkkkhkkkhkkhkhkkhkkkkx

*

A31INNG3 GROUP ANS=CONTINUE, *
ECLTYPE=(LOGICAL,SUBAREA), *
IPL=YES, *
ISTATUS=ACTIVE, VTAM-only keyword *
MAXOUT=3, *
MODETAB=AMODETAB,  VTAM-only keyword *
MONLINK=YES, *
PHYSRSC=A31P2144, Associate Togical with physical *
RETRIES=(3,2,1), *
SDLCST=(,N31SEC), *
TGCONF=MULTI, *
USSTAB=AUSSTAB VTAM-only keyword

*

A31LG2C LINE MLTGPRI=60, *
TGN=1

*

A31PG2C PU ADDR=04400000000431, *
MAXDATA=5000

Figure 6-24 (Part 3 of 3). Example: Defining Token-Ring Physical and Logical Lines
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Chapter 7. Integrated Services Digital Network (ISDN)

Resources

This chapter describes NCP support for the integrated services digital network
(ISDN) protocol. It covers the following subjects:

e Introduction to 3746 Model 900 ISDN

e Defining ISDN physical lines

e Defining ISDN logical lines

¢ Remote loading and activation over an ISDN line
e Coding ISDN definitions for best performance

e |SDN accounting

e Sample ISDN configurations and definitions.

Introduction to 3746 Model 900 ISDN

What Is ISDN?

This section introduces the integrated services digital network (ISDN) protocol and
the 3746 Model 900 ISDN functions, defines some important terms used in this
chapter, and summarizes the general approach for defining 3746 Model 900 ISDN
connections.

Integrated services digital network (ISDN) is an Open Systems Interconnection
(OSI) protocol for a public or private end-to-end digital telecommunications network.
ISDN supports multiple services including voice and data transmission. Some
examples of devices that might have an ISDN interface are a digital telephone, an
integrated digital voice or data terminal, and digital facsimile equipment. An ISDN
network is composed of full-duplex digital channels that carry signaling information
(on ISDN D-channels?) or user data (on ISDN B-channels) between these devices
through a 3746 Model 900 connectivity subsystem.

Starting with NCP V7R5, the 3746 Model 900 connectivity subsystem (CSS) sup-
ports an interface into existing ISDN environments for SNA sessions routed through
the CSS. NCP ISDN resources provide WAN connections to other routers, such as
the 2210, or end systems to provide SNA connectivity. Figure 7-1 on page 7-2
shows two 3746 Model 900s functioning in a sample ISDN network.

1 Some devices use the ISDN D-channel to carry X.25 data as well as signaling information. However, with the 3746 Model 900
connectivity subsystem, D-channels are used exclusively for signaling information.
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Figure 7-1. ISDN Connections
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NCP ISDN Connections: The NCP ISDN function supports the Euro-ISDN
standard. NCP 3746 Model 900 CSS provides a native primary rate interface, with
a combination of 30 ISDN B-channels for user data and one ISDN D-channel for
signaling information.

Switched logical lines represent connections over the B-channels. NCP communi-
cates using frame-relay protocols for these logical resources. This support enables
multiplexing over the same interface and other functions, such as frame
sequencing, error recovery, and congestion recovery. Figure 7-1 illustrates these
NCP frame-relay connections. The following list describes some of the connections
shown in the figure.

ISDN subarea links
For A, the terminating equipment function exchanges frames with B over
frame-relay subarea links. The subarea link between A and B passes through
the ISDN network. An ISDN subarea link can be part of a multilink trans-
mission group (MLTG), along with SDLC and Token-Ring subarea links.
MLTG capability enables you to increase bandwidth by aggregating multiple
B-channels.

For more information, see “Defining ISDN Logical Subarea Lines” on
page 7-13.

ISDN peripheral links
For B, the terminating equipment function exchanges frames with peripheral
devices over frame-relay peripheral links. B can also communicate with A
over an APPN peripheral link when each belongs to a composite network
node.

For more information, see “Defining ISDN Logical Peripheral Lines” on
page 7-18.
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Advantages of ISDN:  ISDN networks are based on 64-Kbps switching technology
and are intended to supply current voice facilities, existing data services, and many
new and extended services. ISDN is advantageous when you do not need a con-
stant, dedicated connection because you pay only for the duration of a call.

ISDN is a layered protocol that follows the general guidelines set forth in the Open
Systems Interconnection (OSI) seven-layer model. ISDN defines a full network
architecture. This architecture separates access functions (how to get into the
network) from actual network functions (those internal to the network). Of key
importance to ISDN is how access nodes interact with the user rather than how
elements within the network interact with each other.

Call-on-Demand: NCP with the 3746 Model 900 can initiate a call to remote data
terminating equipment (DTE) or receive a call from remote DTE. This connection
can be set up using the following methods:

¢ An application request for a temporary connection

e A command list (C-list), for example, one that is used for scheduled data
transfer during peak periods.

When you code your generation definition, you need to decide if you will establish
and check ISDN connections using the party number or the party subaddress.

Frame-Relay Backup: 3746 Model 900 nonswitched frame-relay links can be
backed up over an ISDN line attached to the same 3746 Model 900. You must
define the 3746 Model 900 nonswitched frame-relay physical line as eligible for
ISDN backup. If the frame-relay line fails, the CSS automatically reroutes the traffic
to the specified ISDN line. See “Defining Automatic Frame-Relay Backup over an
ISDN” on page 16-22 for more information.

NCP ISDN Terms

It will help you to know the following terms as you read about how to define NCP
ISDN resources:

ISDN D-Channel
A full-duplex digital channel that carries signaling information to the ISDN
network. An NCP D-channel definition represents the physical line.

ISDN B-Channel
A full-duplex digital channel that carries user data through the ISDN network.
An NCP B-channel definition represents a time slot on a D-channel.

Primary Rate Interface (PRI)
A combination of 23 or 30 ISDN B-channels for user data and one ISDN
D-channel for signaling information. NCP supports the Euro-ISDN PRI which
has an access rate of 2.048 Mbps and uses 30 ISDN B-channels.

Terminal Adapter (TA)
An adapter that enables data terminating equipment (DTE) that does not have
a native ISDN interface to connect to the ISDN environment.
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Definition Statements for Defining ISDN Resources

The actual hardware interface to ISDN is represented by the physical line (ISDN
D-channel) definitions. The bandwidth of the channel is divided into time slots. An
ISDN B-channel definition represents a time slot. Although an ISDN B-channel is a
logical entity, it acts similarly to a frame-relay physical line with ISDN resources
multiplexed over it. An ISDN B-channel is defined to NCP in a similar way as a
physical line.

NCP applies a frame-relay protocol for sending data across logical lines associated
with an ISDN B-channel. Data link connection identifiers (DLCIs) identify logical
connections. Subports exchange DLCI status information with adjacent nodes on
DLCI 0 using the frame-relay local management interface (LMI) protocol over the
ISDN-B channels. See Chapter 16, “Frame-Relay Resources” on page 16-1 for
information about NCP frame-relay support and definitions. Frame handler sub-
ports are not supported with ISDN connections.

The characteristics of the ISDN B-channel and logical station are specified on the
DLCADDR keyword on the VTAM PATH definition statement and on the ISDN
physical resource definition statements. ISDN physical and logical lines are defined
using GROUP, LINE, and PU definition statements. You can define up to 33 phys-
ical lines, depending on the controller model. Define at least one and up to 30
ISDN B lines per physical line. The physical line definition statements must appear
in the system generation definition before the ISDN logical line definitions.

Use the following general approach to define NCP ISDN connections.

1. Code a GROUP definition statement to define the physical line (D-channel) to
represent the actual hardware interface to ISDN.

¢ Under the GROUP definition statement, code one or more LINE definition
statements to define the physical lines.

¢ Under each LINE definition statement, code a PU definition statement to
define the link-station subport.

2. Code a GROUP definition statement to define the B-channels as switched
resources.

¢ Under the GROUP definition statement, code one or more LINE definition
statements to define the single-point switched lines.

e Under each LINE definition statement, code a PU definition statement to
define the LMI subport.

3. Code a GROUP definition statement to define a group of switched logical lines.
You can define groups of logical lines to support subarea links and peripheral
links. A single group can define subarea lines or peripheral lines, but not both.

Under the GROUP definition statement, code one or more of the following
pairs:

e A LINE definition statement to define a logical subarea or peripheral line
* A PU definition statement to define the TESP for the logical line.

Sample definitions of individual NCP ISDN resources appear at the end of each
section in this chapter. A definition of a sample NCP ISDN network appears at the
end of the chapter.
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When defining ISDN resources, code NEWDEFN=(YES,...) to cause NDF to create
a new generation definition (NEWDEFN file), which must be used to define the
NCP major node in the VTAM system definition. For more information on
NEWDEFN files, see “NDF-Generated Definition File” on page 2-1.

Defining ISDN Physical Lines (D-Channels)

An ISDN physical line is a single-point leased line providing a connection between
the 3746 Model 900 and the ISDN. When you define the ISDN physical line, you
are defining the ISDN D-channel that carries signaling information for the ISDN
logical connections. Define an ISDN interface as a leased line with a single PU
definition statement, which represents the ISDN D-channel and defines the link
station subport.

Code the following definition statements and keywords to define an ISDN physical
line (ISDN D-channel).

GROUP DIAL
ISDN

LINE ADDRESS
CIR2
DATABLK
ISDNLPN
ISDNLSA
LOCADD
LSPRI
MAXDLCI1
MAXFRAME
PORTADD
SPEED
TITIMER

PU ANS
DYNWIND
ERRORT
INNPORT
ISDNCFG
ISDNDSCT
LLERP
LMI
MAXDLCI1
PUTYPE
SPOLL
TIMERS
XMONLNK

1 Supported starting with NCP V7R6.
1 Supported starting with NCP V7R?7.

Some of the LINE definition statement keywords, such as DYNWIND, can also be
coded at the logical line level. If the characteristic applies to any logical line associ-
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GROUP

LINE

ated with the physical line, it is more convenient to define it at this level. The
ISDNLPN, ISDNLSA, and LMI keywords can be overridden in the VTAM DLCADDR
keyword elements in the switched major node for a specific dial-out connection to a
logical line. See “Defining Device Addresses to VTAM” on page 7-22 for more
information.

DIAL on the GROUP definition statement specifies whether the lines in the group
require switched line control procedures. Code DIAL=NO when you define ISDN
physical lines.

ISDN on the GROUP definition statement specifies the type of ISDN line. Code
ISDN=PHYSICAL when you define ISDN physical lines.

ADDRESS on the LINE definition statement specifies the relative line number of the
physical line. Code an address in the range for a 3746 Model 900 CLP port. The
address must be the first address of port 0 or 1 for 3746 Model 900 CLP positions.

CIR on the LINE definition statement specifies whether the committed information

rate algorithms should be used for bandwidth management. See the 3745 Commu-
nication Controller Models A, 3746 Expansion Unit Model 900: Migration and Plan-
ning Guide, GA33-0183, for more information about the Model 900 CIR processing.

DATABLK on the LINE definition statement specifies the minimum transmission
bandwidth in bytes that can be allocated to a resource. DATABLK is used with the
priority suboperand of the COMRATE keyword to determine a relative priority
among resources. The value of the priority suboperand of COMRATE is multiplied
by the value of DATABLK to determine the maximum number of bytes that a
resource can transmit before a different resource must be given a transmit opportu-

nity.

ISDNLPN on the LINE definition statement specifies the local party number. The
value you specify is the ISDN address for the physical interface. It will be the
called number when receiving calls and the calling number when making calls. The
local (calling) party number must be defined according to the ITU-T Q.931 recom-
mendation. See NCP, SSP, and EP Resource Definition Reference for information
about the format.

ISDNLSA on the LINE definition statement specifies the ISDN subaddress for the
physical interface. The local (calling) party subaddress must be defined according
to the ITU-T Q.931 recommendation. See NCP, SSP, and EP Resource Definition
Reference for information about the format.

LOCADD on the LINE definition statement specifies the NCP virtual MAC address
used by remote BAN routers for ISDN connections. This MAC address is some-
times referred to as the BAN identifier in the BAN router. The value specified for
LOCADD must be the same in all routers that will have BAN connections to NCP
for all DLCIs over this physical line. The value used for the NCP virtual MAC
address should not match the MAC address of a LAN-attached station within your
network. The MAC address does not have to be unique across your ISDN or
frame-relay interfaces.

LSPRI on the LINE definition statement specifies whether NCP is to use trans-
mission priority to determine the order in which PIUs are sent to the physical unit
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over a logical peripheral line. For ISDN physical lines that support logical periph-
eral lines, you can specify either LSPRI=NO (the default) or LSPRI=PU.

MAXDLCI on the LINE or PU definition statement specifies the maximum number of
DLCIs for the associated B-channels, because the value is applied to all of the
associated B-channel resources. The value you code should equal or exceed the
expected number of DLCIs for any given B-channel. If no LMI support is defined
on the physical link-station subport, the maximum value for MAXDLCI is 991. If
LMI support is defined, the maximum value is determined by the following
expression (converted to hexadecimal):

((maxframe - fixed) + 5) + 15

where:
maxframe is the value of MAXFRAME for this line.
fixed is 17 when LMI=CCITT or LMI=CCITT-NUL.
fixed is 18 when LMI=ANSI or LMI=ANSI-NUI.

MAXFRAME on the LINE definition statement defines the maximum size frame to
be transmitted through the ISDN. The value you code should equal or exceed the
maximum possible frame size.

PORTADD on the LINE definition statement identifies to VTAM the port numbers of
the ISDN physical lines. PORTADD values of 0—254 are supported for ISDN lines.
PORTADD is required. The PORTADD values must be unique for each 3746
Model 900 ISDN adapter, but they can be the same as values coded for

3746 Model 900 Token-Ring or frame-relay physical lines.

See “Defining Device Addresses to VTAM” on page 7-22 for more information
about correlating VTAM switched major node addressing information with NCP
resources.

SPEED on the LINE definition statement sets the data rate for a line. Code
SPEED=2048000. If SPEED=2048000 is not coded, NDF adds it.

TITIMER on the LINE definition statement defines the IEEE 802.2 LLC inactivity
timer (TI) value for all SNA logical subarea and peripheral connections (not frame-
relay PVCs) on the physical line. The inactivity timer determines how long NCP will
wait without receiving a frame from the adjacent device. If NCP has not received a
frame from the adjacent device by the time the inactivity timer expires, NCP polls
the device to determine whether it is still active. NCP starts the inactivity timer
when the link to the device is activated, and resets the timer whenever a frame is
received from the device. The default value of 60 seconds is suitable for most
applications. Larger values can cause a delay in detecting inactive devices, and
smaller values can cause excessive polling.

ANS on the PU definition statement specifies whether the ISDN physical line is to
stop or continue to operate when NCP enters automatic network shutdown (ANS).
Code ANS=CONTINUE.

DYNWIND on the PU definition statement defines the dynamic characteristics of the

frame transmission window for the logical subarea or peripheral physical unit asso-
ciated with this physical line. This window is the number of frames NCP can send
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before waiting for an acknowledgment. The maximum window size for each logical
connection is defined by MAXOUT on the PU definition statement.

DYNWIND defines the following values for ISDN physical lines:

dw and dwc
The rates at which the window size decreases when frame loss or con-
gestion occurs. The default values for these rates cause NCP to decrease
the window size to 1 immediately, in conformance with the IEEE 802.2
logical link control (LLC) protocol. You can increase the transmission rate
by coding values that cause the window size to decrease more slowly.
See the description of the DYNWIND keyword on the PU statement in
NCP, SSP, and EP Resource Definition Reference for a list of valid dw
and dwec values and their effects on the working window.

nw
The rate at which the window size increases after it has been decreased
by frame loss or congestion. This is the IEEE 802.2 LLC Nw parameter.
After NCP has decreased the transmission window size, NCP increases
the window size after Nw frames transmitted by NCP are received and
acknowledged by the adjacent device. This process continues until the
window size reaches its maximum.

ERRORT on the PU definition statement defines the error threshold at which NCP
terminates communication with an adjacent ISDN node. The threshold is the
number of errors out of a number of consecutive events. Code ERRORT and
TIMERS on the PU definition statement for the link-station subport to monitor the
integrity of the ISDN B-channels associated with the physical line. ERRORT is not
valid if you specify LMI=NO for the link-station subport.

INNPORT on the PU definition statement specifies whether a physical unit will
remain active when CDLINK=ACT is specified on either the HALT or VARY INACT
commands. Code INNPORT=YES. If INNPORT=YES is not coded, NDF adds it.

ISDNCFG on the PU definition statement specifies the ISDN channel configuration,
specifically whether cyclic redundancy check (CRC) is included in frames to detect
frame loss. Code ISDNCFG=CRC if the ISDN that you are attaching to requires it.

ISDNDSCT on the PU definition statement specifies the delayed disconnect time,
which is the number of seconds that the 3746 Model 900 should wait before
bringing down the associated ISDN B-channel after the last logical station discon-
nects. Coding ISDNDSCT=NO causes an ISDN B-channel to remain active even
when the B-channel does not have any associated logical stations. Because ISDN
charges are time-related, coding ISDNDSCT=NO is not recommended.

For information about controlling when a logical subarea station disconnects, see
the NCP BRKCON keyword description on 7-16. For information about controlling
when a logical peripheral station disconnects, see the VTAM DISCNT keyword
description in VTAM Resource Definition Reference.

LMI specifies whether the link-station subport is to support the LMI protocol, and if
so, the LMI protocol standard that NCP is to use. If you code LMI=ANSI or
LMI=CCITT, NCP determines the level of LMI support required to communicate
with the adjacent ISDN node during activation of the LMI subport. The level of
support used by NCP can be one of the following:
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e No LMI support

Request LMI status only

e Respond to LMI status requests only

e Bidirectional support to request LMI status and respond to LMI status requests.

The LMI standard used by the ISDN node at each end of an ISDN B-channel con-
nection associated with the physical line can be ANSI, the United States standard,
or CCITT, the international standard. Code the first suboperand to indicate which
standard is to be used by your NCP. Use the same LMI standard at both ends of a
connection; mismatched LMI standards can cause an interruption in LMI processing
and can prevent activation of a physical link. The connection does not have an
intervening network.

When -NUI (CCITT-NUI or ANSI-NUI) is specified, no discovery of the LMI protocol
will be done. NUI (Network-to-User Interface) indicates that NCP will respond to
LMI status requests but NCP will not request LMI status. The -NUI option can be
used when the adjacent node only requests LMI status in order to speed activation
of the interface.

For ISDN, you do not need to code the last LMI suboperand because that subop-
erand is used only to indicate echo detection, which is not required for ISDN.

LLERP on the PU definition statement specifies whether the link station will perform
link-level error recovery procedures (ERPs) when sending HPR data on this link
station. Specify LLERP=NOTPREF if you want NCP to bypass the error recovery
procedures; it is best to bypass link-level ERP when transmitting HPR data over
highly reliable lines. Specify LLERP=REQUIRED only if the line quality is poor and
the adjacent node supports the use of link-level ERP for HPR data.

PUTYPE specifies the type of physical unit being defined. Code PUTYPE=1 for an
ISDN physical line.

SPOLL on the PU definition statement defines the frequency at which LMI full
status requests are sent to the adjacent ISDN node over the associated ISDN
B-channels by the LMI subport. SPOLL is not valid if you specify LMI=NO for the
link-station subport.

TIMERS on the PU definition statement defines the LMI T391 and T392 intervals.
The T391 interval is the interval between transmissions of LMI Link Integrity Verifi-
cation (LIV) status enquiry messages to the adjacent node. The T392 interval is
the interval in which an LMI status enquiry message must be received before the
interval is considered an error interval. Code TIMERS and ERRORT on the PU
definition statement for the link-station subport to monitor the integrity of the ISDN
B-channels associated with the physical line. TIMERS is not valid if you specify
LMI=NO for the link-station subport.

XMONLNK on the PU definition statement specifies whether the SMMF is to initially

activate the physical line. If you code XMONLNK=NO, VTAM must activate it.
Code XMONLNK=YES for remote loading.
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NDF-Added Keywords for ISDN Physical Lines (D-Channels)

When you define ISDN D-channels, NDF adds the following keywords to your gen-
eration definition if you do not code them.

GROUP DIAL=NO,
LNCTL=SDLC,
PUDR=NO,
PUTYPE=1,
SPEED=2048000

PU ADDR=01
INNPORT=YES,

Figure 7-2. NDF-Added Keywords for ISDN D-Channels

Sample Definition of an ISDN Physical Line (D-Channel)

Figure 7-3 shows how to define an ISDN D-channel with a relative line number of
2176 and a port number of 9.

e S o o e e e oo e e e e ok
* ISDN PHYSICAL LINE 2176 *
e ok ko ko ko ko ko ok ko ko ko ko ko ko ko ko ko ok ok ko ko ko ko ke ok
PHYSG ~ GROUP  DIAL=NO,ISDN=PHYSICAL

PHYSL  LINE ADDRESS=2176 ,PORTADD=9, ISDNLPN=913435363835

PHYSPU PU PUTYPE=1

Figure 7-3. Example: Defining an ISDN Physical Line (D-Channel)

Defining ISDN B-Channels

7-10

The ISDN B-channel carries user data in an ISDN. You define an ISDN B-channel
differently from an ISDN D-channel, because B-channels are logical entities repres-
enting time slots on an ISDN physical line. Define ISDN B-channels as single-point
switched lines to enable flexible and dynamic ISDN connections. Define an ISDN
B-channel with a single PU definition statement, which represents the local man-
agement interface (LMI) connection to the adjacent node. Do not specify LU defi-
nition statements under this PU definition statement.

The link-station subport on each ISDN physical line (the first physical unit defined
on the physical line) can use the LMI protocol to exchange line status information
with adjacent nodes. When you define this capability for the link-station subport, it
is called the LMI subport. When a PVC status request is received from an adjacent
node, the LMI subport provides information about PVCs that have been added or
deleted, and indicates whether existing PVCs are currently active. For more infor-
mation on the LMI protocol, refer to NCP and EP Reference.

Code the following definition statements and keywords to define ISDN B-channels.
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GROUP DIAL
ISDN
PHYSRSC

LINE ADDRESS
AUTOCOPY
CALL
ID
NPACOLL
SPEED

PU ANS
INNPORT
PUTYPE
XMONLNK

DIAL on the GROUP definition statement specifies whether the lines in the group
require switched line control procedures. Code DIAL=YES when you define ISDN
B-channels.

ISDN on the GROUP definition statement specifies the type of ISDN line. Code
ISDN=(LOGICAL,B) when you define ISDN B-channels.

PHYSRSC on the GROUP definition statement associates the ISDN B-channels in
the group with the link station for a particular physical line. Code
PHYSRSC=name, where name is the name of the D-channel PU definition state-
ment.

ADDRESS on the LINE definition statement specifies the relative line number of the
physical line as if the ISDN B-channel represents a real physical line. Code an
address in the range of reserved addresses following the address of the ISDN
physical line.

AUTOCOPY on the LINE definition statement specifies the number of copies to be
made of the specified B-channel and its devices. You can use AUTOCOPY to
create all the ISDN B-channel definitions for a D-channel without having to specif-
ically code them.

CALL on the LINE definition statement specifies whether this line is to be used for
incoming calls, outgoing calls, or both. CALL is valid only if you specify DIAL=YES
on the GROUP definition statement. You can specify CALL=IN or CALL=INOUT,;
CALL=0UT does not apply to ISDN B-channels.

ID on the LINE definition statement specifies the exchange identification (XID) data
that NCP builds to identify the station. If a corresponding VTAM switched major
node PU definition exists, be sure ID corresponds to the IDNUM and IDBLK
keywords in that definition. Read VTAM Resource Definition Reference for informa-
tion about coding VTAM switched major nodes. You can also use the VTAM Con-
figuration Services XID exit routine to provide VTAM with information to create a
dynamic representation of the station. See VTAM Customization for more informa-
tion about the exit.
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PU

If you specify the AUTOCOPY keyword, remember that NCP increments the ID
value by one for each subsequent ISDN B-channel LINE definition statement.

NPACOLL on the LINE definition statement specifies whether the network perform-
ance analyzer is to collect performance data for the line. ISDN physical lines and
stations use extended format COLLECT request/response units; therefore, if EXT is
not coded, NDF adds it.

SPEED on the LINE definition statement sets the data rate for a line. SPEED also
provides a value for NPM to use when computing line utilization statistics. Code
SPEED=64000. If SPEED=64000 is not coded, NDF adds it.

ANS on the PU definition statement specifies whether the ISDN B-channel is to
stop or continue to operate when NCP enters automatic network shutdown (ANS).
Code ANS=CONTINUE. An ISDN B-channel might still shutdown during ANS if
ANS shuts down all the logical stations associated with the ISDN B-channel.

INNPORT on the PU definition statement specifies whether an ISDN B-channel will
remain active when CDLINK=ACT is specified on either the HALT or VARY INACT
commands. Code INNPORT=YES. If INNPORT=YES is not coded, NDF adds it.

PUTYPE specifies the type of physical unit being defined. Code PUTYPE=1 for an
ISDN B-channel.

XMONLNK on the PU definition statement specifies whether the SMMF is to initially
activate the ISDN B-channel and link station. If you code XMONLNK=NO, VTAM
must activate it. Code XMONLNK=YES for remote loading.

NDF-Added Keywords for ISDN B-Channels

When you define ISDN B-channels, NDF adds the following keywords to your gen-
eration definition if you do not code them.

GROUP DIAL=YES,
LNCTL=SDLC,
NPACOLL=(YES,EXTENDED), 1
PUTYPE=1,
SPEED=64000

PU INNPORT=YES,

1 Added if NPA=YES on the BUILD definition statement.

Figure 7-4. NDF-Added Keywords for ISDN B-Channels

Sample Definition of an ISDN B-Channel

7-12

Figure 7-5 on page 7-13 shows how to define two ISDN B-channels for incoming
calls.
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B R R e R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* ISDN B-Channel 2177 *

B R o S S R R R R S L 2

CHANL1 LINE ADDRESS=2177,CALL=IN,ID=00123456

CHANPUL PU PUTYPE=1
Khhh A Ak hhhhhhhhhhhhkhhhhkhhhhkhhhhkhhhhkhkhkhhkhhhkhkhhhhkhkhkhkhkhkhkhkhkhkhkkhkkhhkhkhkhhhhkd%k
* ISDN B-Channel 2178 *

e e ok ko ko ok ko ko ok e ko ko ok o ko ke ok ok ok ok ook ek ok ke ok ek ok ke ok ek ok
*

CHANLZ2 LINE ADDRESS=2178,CALL=IN,ID=00234567

CHANPUZ PU PUTYPE=1

Figure 7-5. Example: Defining ISDN B-Channels

Defining ISDN Logical Lines
This section describes:

¢ Defining ISDN logical subarea lines
e Defining ISDN logical peripheral lines
e Defining device addresses to VTAM

Defining ISDN Logical Subarea Lines

Data can be multiplexed with frame-relay protocols over ISDN B-channels defined
as ISDN logical subarea lines. An ISDN logical subarea line is a frame-relay PVC
between TESPs in two NCPs, or a connection from NCP to VTAM, or NCP to any
number of nodes, if one is a PU type 4 or type 5 node.

Code the following definition statements and keywords to define ISDN logical
subarea lines.
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BUILD

SDLCST

BUILD OWNERPL1

SDLCST GROUP
MODE
RETRIES

PATH ERn

GROUP ACTIVTO
MODE

GROUP AUTOGEN
DIAL
ISDN
LINEAUT
PHYSRSC
PUTYPE

LINE ADDRESS
AUTOCOPY
IPL
MLTGPRI
MONLINK
NPACOLL
RETRIES
SDLCST
T1TIMER
T2TIMER

PU BLOCK
BRKCON
COMRATE
NETID
PIUCHECK?

1 Supported starting with NCP V7R6.
2 Supported starting with NCP V7R?7.

OWNERPL on the BUILD definition statement specifies whether unassigned logical
ISDN resources will be managed in owner-based pools. See “Unassigned Logical
Line Pools” on page 7-22 for more information.

GROUP on the SDLCST definition statement identifies the stand-alone GROUP
definition statement that defines the characteristics of the subarea link.

MODE specifies whether the subarea link characteristics defined by this SDLCST
definition statement are to be used when NCP is in a primary or secondary state.

RETRIES specifies how many attempts NCP is to make to recover from errors
occurring during transmission over the subarea link.
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ERn on the PATH definition statement defines various characteristics of an explicit
route between two subareas. The first suboperand identifies the adjacent subarea
along the explicit route.

For ISDN subarea links, you need to code two types of GROUP definition state-
ments:

1. Code one or more stand-alone GROUP definition statements to define charac-
teristics of the link when NCP is in primary or secondary mode.

2. Code one or more GROUP definition statements to define groups of logical
lines.

ACTIVTO on the GROUP definition statement specifies the length of time the sec-
ondary NCP is to wait for communication with the primary NCP before breaking the
connection.

MODE on the GROUP definition statement specifies whether the link characteristics
defined by this stand-alone GROUP definition statement are to be used when NCP
is in a primary or secondary state.

AUTOGEN on the GROUP definition statement specifies how many LINE and PU
definition statement pairs are to be automatically generated under the GROUP defi-
nition statement.

DIAL on the GROUP definition statement specifies whether the lines in the group
require switched line control procedures. Code DIAL=YES when you define ISDN
logical subarea lines.

ISDN on the GROUP definition statement specifies the type of ISDN line. Code
ISDN=(LOGICAL,SUB) when you define ISDN logical subarea lines.

LINEAUT on the GROUP definition statement specifies automatic calling for a line
group for which no physical address interface is defined. Code LINEAUT=YES for
ISDN logical subarea lines; if you do not code LINEAUT, NDF adds it.

PHYSRSC on the GROUP definition statement associates the logical lines in a
group with the link station for a particular physical line. You must code
PHYSRSC=NONE or PHYSRSC=(NONE,ODLC). This specification defines a pool
of ISDN logical lines. See “Unassigned Logical Line Pools” on page 7-22 for more
information.

PUTYPE specifies the type of physical unit being defined. Code PUTYPE=4 for an
ISDN logical subarea line.

ADDRESS on the LINE definition statement specifies the relative line number of a
physical line. You must code ADDRESS=NONE for logical lines.

AUTOCOPY on the LINE definition statement specifies the number of copies to be
made of the logical subarea line.

IPL specifies whether an NCP can be loaded or dumped over this link. Code

IPL=YES to load a remote NCP over an ISDN subarea link. See “Remote Loading
and Activation over an ISDN Line” on page 7-32 for more information.
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MLTGPRI assigns a priority to each line in an MLTG. Code MLTGPRI only when
you define an ISDN line in an MLTG.

MONLINK specifies whether NCP is to include the SSCP monitor mode function
(SMMF) for type 4 physical units attached to subarea links. If you code
MONLINK=YES for an ISDN subarea link, also code XMONLNK=YES on the PU
definition statement for an ISDN B-channel and its D-channel. If you code
MONLINK only, the link activation will fail.

NPACOLL specifies whether the link is to be eligible for NPM performance data
collection. ISDN logical lines use extended format COLLECT request/response
units.

RETRIES specifies how many attempts NCP is to make to recover from errors that
occur during transmission over an ISDN logical subarea line.

SDLCST identifies the names of SDLCST definition statements that define the
values used for MAXOUT and RETRIES when NCP is in a primary or a secondary
state. See “Defining Configurable Point-to-Point Subarea Links” on page 12-8 for
more information about how to define NCP to operate in a primary or a secondary
state.

T1TIMER specifies the T1 (reply) timer interval for a local link. It is important to
code a value for TITIMER that reflects the maximum amount of time that it takes to
receive a solicited response from the adjacent link station. Factors that can affect
this time include line speed, propagation delay, maximum frame size, and the
number of DLCIs supported by the associated physical line that could create
gueuing delays for the FRTESs. If the value you code for TITIMER is too small, the
FRTEs can lose synchronization and fail the connection. This is indicated by an
INOP 01 and a link event or an alert that indicates a frame reject (FRMR) condition.
If this occurs, code a larger TATIMER value for this FRTE connection.

T2TIMER specifies the acknowledgment (T2) timer interval and I-frame count for
this resource. NCP sends an acknowledgment when the T2 timer interval expires
or when the number of I-frames received reaches the I-frame count, whichever
occurs first.

BLOCK on the PU definition statement specifies the maximum frame size and the
maximum number of PIUs per frame. The value of BLOCK must not exceed the
value of MAXFRAME for the physical line. See page 24-7 for more information on
the BLOCK keyword.

BRKCON on the PU definition statement specifies the circumstances when an
ISDN subarea connection is broken (an activity timeout). A timeout can occur if,
during the time defined by ACTIVTO on the GROUP statement, no information
frames were sent or received by the line. BRKCON can specify that an activity
timeout starts when the two stations establish a connection or when NCP goes into
ANS. BRKCON can also prevent a connection break on an ISDN line.

COMRATE on the PU definition statement specifies whether certain frames can be
discarded by a frame-relay network (with the first suboperand) and specifies the
relative priority of stations (with the second suboperand). In a pure ISDN environ-
ment, the first suboperand does not have any effect on throughput because the
ISDN provides dedicated bandwidth for the B-channel connections. However, if
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part of the connection crosses a frame-relay network, for example, one of the DTEs
is an FRTE, the suboperand setting might have an effect on which frames the
frame-relay network discards during congestion. You can use the second subop-
erand to specify the relative priority among ISDN stations associated with an ISDN
port.

Frames in an ISDN can be designated as discard eligible. When the network is
congested, discard-eligible frames can be discarded to expedite the processing of
other frames. Code COMRATE=FULL to specify that no frames are to be desig-
nated as discard eligible. Code COMRATE=NONE to cause NCP to designate all
but the following frame types as discard eligible:

e S-frames (RR, RNR, and REJ), including RRs piggybacked on I-frames
* Network priority frames (VR pacing and TG sweep)
e XIDs.

To ensure equitable treatment of all traffic in the ISDN, choose a value for
COMRATE such that NCP is consistent with the rest of the network in the use of
discard-eligible frames.

The priority suboperand (coded as COMRATE=(FULL,priority) or
COMRATE=(NONE,priority)) specifies a relative priority of an FRTE station. The
value of the priority suboperand of COMRATE is multiplied by the value of
DATABLK on the LINE definition statement for the physical line to determine the
maximum number of bytes that a resource can transmit before a different resource
must be given a transmit opportunity.

The relative priority of an ISDN station can be determined by the fraction of the
total available transmission time on a line that a station gets. This fraction is calcu-
lated by dividing the station’'s COMRATE priority value by the sum of the
COMRATE priority values for all stations on the line:

PUl's priority value

The sum of priority values of all
PUs on or associated with the physical line

For example, if there are three PUs for a line, PU1’s transmission fraction is deter-
mined like this:

PRIORITYpy;

PRIORITYpy, + PRIORITYpy, + PRIORITYp 3

Where PRIORITY = the value of the respective PU’s priority suboperand of the
COMRATE keyword.

NETID on the PU definition statement specifies the name of the network containing
the adjacent subarea node.

PIUCHECK specifies whether a checksum validation should be performed on PIUs
sent and received by this station. For the checksum validation support to be
enabled, the adjacent link station must also have PIUCHECK=YES coded. For
more information about the PIUCHECK subarea checksum support, see
PIUCHECK keyword on the PU definition statement on page 24-9.
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NDF-Added Keywords for ISDN Logical Subarea Lines

When you define ISDN logical subarea lines, NDF adds the following keywords to
your generation definition if you do not code them.

GROUP DIAL=YES,
LINEAUT=YES,
LNCTL=SDLC,
NPACOLL=(YES,EXTENDED), 1
PUTYPE=4,

1 Added if NPA=YES on the BUILD definition statement.

Figure 7-6. NDF-Added Keywords for ISDN Logical Subarea Lines

Sample Definition of an ISDN Subarea Link

Figure 7-7 shows how to define a pool of ISDN logical subarea lines.

khhkhkkhkkhkhkhkhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhdhhhhdhhhdhdhhhhdhdsk

* ISDN LOGICAL SUBAREA LINE GROUP *

hhhkkhkkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhkhhhhkhhhkhkhhkhhkhkhhkhkhkhkhkhhhkhhhhhhhhkk*k

LOGIIG GROUP  DIAL=YES,ISDN=(LOGICAL,SUB),PHYSRSC=NONE,PUTYPE=4,
SDLCST=(PRIST,SECST)

LOGIIL LINE  ADDRESS=NONE

LOGIIP PU SA TESP PU

Figure 7-7. Example: Defining an ISDN Subarea Link

Defining ISDN Logical Peripheral Lines

An ISDN logical peripheral line is a frame-relay PVC between a TESP in an NCP
3746 Model 900 and a TESP in a peripheral device.

Code the following definition statements and keywords to define ISDN peripheral
links.
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BUILD OWNERPL1

GROUP AUTOGEN
DIAL
ISDN
LINEAUT
PHYSRSC

LINE AUTOCOPY
NPACOLL
RETRIES
T1TIMER
T2TIMER

PU COMRATE
PUTYPE

1 Supported starting with NCP V7R6.

OWNERPL on the BUILD definition statement specifies whether unassigned logical
ISDN resources will be managed in owner-based pools. See “Unassigned Logical
Line Pools” on page 7-22 for more information.

AUTOGEN on the GROUP definition statement specifies how many LINE and PU
definition statement pairs are to be automatically generated under the GROUP defi-
nition statement.

DIAL on the GROUP definition statement specifies whether the lines in the group
require switched line control procedures. Code DIAL=YES when you define ISDN
logical peripheral lines.

ISDN on the GROUP definition statement specifies the type of ISDN line. Code
ISDN=(LOGICAL,PER) when you define ISDN logical peripheral lines.

LINEAUT on the GROUP definition statement specifies automatic calling for a line
group for which no physical address interface is defined. Code LINEAUT=YES for
ISDN logical peripheral lines; if you do not code LINEAUT, NDF adds it.

PHYSRSC on the GROUP definition statement associates the logical lines in a
group with the link station for a particular physical line. You must code
PHYSRSC=NONE or PHYSRSC=(NONE,ODLC). This specification defines a pool
of ISDN logical lines. See “Unassigned Logical Line Pools” on page 7-22 for more
information.

AUTOCOPY on the LINE definition statement specifies the number of copies to be
made of the logical peripheral line.

NPACOLL on the LINE definition statement specifies whether the network perform-
ance analyzer is to collect performance data for the line. ISDN logical lines use
extended format COLLECT request/response units; therefore, if EXT is not coded,
NDF adds it.
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RETRIES on the LINE definition statement specifies how many attempts NCP is to
make to recover from errors that occur during transmission over a link.

T1TIMER specifies the T1 (reply) timer interval for a local link. It is important to
code a value for TITIMER that reflects the maximum amount of time that it takes to
receive a solicited response from the adjacent link station. Factors that can affect
this time include line speed, propagation delay, maximum frame size, and the
number of DLCIs supported by the associated physical line that could create
gueuing delays for the FRTEs. If the value you code for TITIMER is too small, the
FRTEs can lose synchronization and fail the connection. This is indicated by an
INOP 01 and a link event or an alert that indicates a frame reject (FRMR) condition.
If this occurs, code a larger TITIMER value for this FRTE connection.

T2TIMER specifies the acknowledgment (T2) timer interval and I-frame count for
this resource. NCP sends an acknowledgment when the T2 timer interval expires
or when the number of I-frames received reaches the I-frame count, whichever
occurs first.

Code one PU definition statement to define the TESP for the peripheral link.

COMRATE on the PU definition statement specifies whether certain frames can be
discarded by a frame-relay network (with the first suboperand) and specifies the
relative priority of stations (with the second suboperand). In a pure ISDN environ-
ment, the first suboperand does not have any effect on throughput because the
ISDN provides dedicated bandwidth for the B-channel connections. However, if
part of the connection crosses a frame-relay network, for example one of the DTEs
is an FRTE, the suboperand setting might have an effect on which frames the
frame-relay network discards during congestion. You can use the second subop-
erand to specify the relative priority among ISDN stations associated with an ISDN
port.

Frames in an ISDN can be designated as discard eligible. When the network is
congested, discard-eligible frames can be discarded to expedite the processing of
other frames. Code COMRATE=FULL to specify that no frames are to be desig-
nated as discard eligible. Code COMRATE=NONE to cause NCP to designate all
but the following frame types as discard eligible:

e S-frames (RR, RNR, and REJ), including RRs piggybacked on I-frames
* Network priority frames (VR pacing and TG sweep)
e XIDs.

To ensure equitable treatment of all traffic in the ISDN, choose a value for
COMRATE such that NCP is consistent with the rest of the network in the use of
discard-eligible frames.

The priority suboperand (coded as COMRATE=(FULL,priority) or
COMRATE=(NONE,priority)) specifies a relative priority of an FRTE station. The
value of the priority suboperand of COMRATE is multiplied by the value of
DATABLK on the LINE definition statement for the physical line to determine the
maximum number of bytes that a resource can transmit before a different resource
must be given a transmit opportunity.

The relative priority of an ISDN station can be determined by the fraction of the
total available transmission time on a line that a station gets. This fraction is calcu-
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lated by dividing the station’s COMRATE priority value by the sum of the
COMRATE priority values for all stations on the line:

PUl's priority value

The sum of priority values of all
PUs on or associated with the physical line

For example, if there are three PUs for a line, PU1’s transmission fraction is deter-
mined like this:

PRIORITYpy;

PRIORITYpy; + PRIORITYpy, + PRIORITYp s
Where PRIORITY = the value of the respective PU’s priority suboperand of the
COMRATE keyword.

PUTYPE specifies the type of physical unit being defined. Code PUTYPE=2 for a
peripheral link.

NDF-Added Keywords for ISDN Logical Peripheral Lines

When you define ISDN logical peripheral lines, NDF adds the following keywords to
your generation definition if you do not code them.

GROUP DIAL=YES,
LINEAUT=YES,
LNCTL=SDLC,
NPACOLL=(YES,EXTENDED), 1
PUTYPE=2,

1 Added if NPA=YES on the BUILD definition statement.

Figure 7-8. NDF-Added Keywords for ISDN Logical Peripheral Lines

Sample Definition of a ISDN Peripheral Link

Figure 7-9 shows how to define a pool of logical peripheral lines.

R IFEKFRFERHFERFRTERFERFRHTARFERFEHTHRFERFET AT AR AR AR AR AKX AR XK K
* ISDN LOGICAL PERIPHERAL LINE GROUP *
e e e ok e o o ok o o o ok o o o ok o o ko koo ko ko ok ek ok ek o ok ek ok e e ok ek o
LOGIBG GROUP  DIAL=YES,ISDN=(LOGICAL,PER),PHYSRSC=NONE

LOGIBL1 LINE ADDRESS=NONE

LOGIBP1 PU PUTYPE=2 PN TESP
LOGIBL2 LINE ADDRESS=NONE
LOGIBP2 PU PUTYPE=2 PN TESP

Figure 7-9. Example: Defining an ISDN Peripheral Link
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Unassigned Logical Line Pools

ISDN subarea and peripheral logical resources are managed as unassigned logical
line pools. PHYSRSC=(NONE,ODLC) is required for ISDN logical subarea and
peripheral resources.

Allocating Unassigned Logical Line Pools to Owners

In a multiple-owner environment (for example, dual CMCs), it might be advanta-
geous to have multiple unassigned logical line pools that are based on the owning
SSCP. To do this, you must:

1. Allocate each physical line to a specific owner by coding the VTAM-only
OWNER keyword for each physical line with one and only one owner_name.

2. Allocate each logical pool to a specific owner by coding the VTAM-only
OWNER keyword for each logical pool.

3. Code the OWNERPL keyword on the BUILD statement.

This function will control call-in connections. An unassigned logical resource will be
used for an incoming call only if the logical resource has the same owning SSCP
as the physical line over which the call was made. If there are no logical resources
available with the same owning SSCP, an incoming call cannot be established.

To create the owner-based unassigned logical pools for ISDN resources, code
OWNERPL=ISDN.

Defining Device Addresses to VTAM

7-22

You can establish ISDN connections as dial-in or dial-out connections from a
device to VTAM. Establishing a dial-out connection is not necessary for B-channel
connections. NCP will automatically connect the B-channel when a dial-out or
dial-in connection occurs for the logical line. Therefore, you do not have to code
dial information for the B-channel. Instead, the necessary B-channel dial informa-
tion is coded on the logical line.

When you are defining to VTAM a switched major node that uses an ISDN logical
line, if the connection to the ISDN device will be initiated by VTAM, you need to
specify dial information to enable VTAM to initiate the connection. You can specify
the information with the DLCADDR keyword on the VTAM PATH definition state-
ment.

When you specify dial information to VTAM, you can override some of the values
specified by the NCP definition statements or their defaults. For example, the
ISDNLSA keyword on the physical line’s PU or LINE definition statement can be
overridden by specifying the value on the DLCADDR keyword for the logical line.

VTAM DLCADDR keyword
A data link control (DLC) address for an SNA resource has elements that describe
the logical line.

Element Element

Indicator
Description
1 DLC type
2 Port number
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3 Destination service access point (DSAP)

4 DLCI of the frame-relay PVC

5 Source service access point (SSAP) (optional)
6 Destination MAC address (if BAN-attached).

An ISDN data link control (DLC) address for an SNA resource also has
ISDN-related elements that describe the ISDN B-channel characteristics.

Element
Indicator Element
Description
7 LMI standard (optional)
1 DLC signaling type
2 Port identifier

ISDN-related elements also define connection information.

Element
Indicator Element
Description
21 Remote party number
22 Local party number (optional)
23 Remote party subaddress (optional)
24 Local party subaddress (optional)

Code a DLCADDR keyword for each element.

For the DLCADDR keyword value:
¢ The first suboperand indicates which element you are defining.

e The second suboperand indicates the format of the third suboperand
(C=character, D=decimal, and X=hexadecimal).

¢ The third suboperand defines the value of the element.

Code the DLCADDR keyword as follows:
1. To specify a DLC type of frame relay, code:
DLCADDR=(1,C,FRPVC)

2. To identify the port number of the ISDN physical line over which the logical
connection is made, code:

DLCADDR=(2,D,nn)

where nn is the decimal number corresponding to the value you code for
PORTADD on the LINE definition statement. This value should be the same as
the port identifier element that you code on the DLCADDR statement to
describe the B-channel.

3. To specify the DSAP, code:
DLCADDR=(3,D,nn) or  DLCADDR=(3,X,hh)
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where nn and hh are the SAP of the remote data terminating equipment (DTE),
in decimal and hexadecimal, respectively. The value must be even and in the
range of X'02' to X'OFE".

. To specify the DLCI of the frame-relay PVC, code:

DLCADDR=(4,D,nnn) or DLCADDR=(4,X,hhh)

where nnn and hhh are the DLCI of the remote ISDN device, in decimal and
hexadecimal, respectively. The value must be in the range of 16 to 991.

For subarea resources, the DLCIs must be unique for each logical line defined
for the same B-channel. For peripheral resources, you can multiplex DLCIs.
You can define multiple logical peripheral resources on the same B-channels
with the same DLCI and specify different DSAPs.

. To specify the SSAP, code:

DLCADDR=(5,D,nn)  or  DLCADDR=(5,X,hh)

where nn and hh are the SAP of the source NCP, in decimal and hexadecimal,
respectively. Specifying this element is optional. If you do not specify a value,
NCP uses a value of 04. If you specify the SSAP, you must specify a SAP of

04 for NCP dial processing.

. To specify the destination MAC address for BAN, code:

DLCADDR=(6,X,hhhhhhhhhhhh)

where hhhhhhhhhhhh is the destination MAC address of the BAN-attached
peripheral device on the LAN that connects it to the remote BAN router. This
element is required only when you are defining a BAN connection.

You can code the full range of DSAPs for each BAN MAC address.

. To specify the frame-relay local management interface (LMI) protocol standard,

code:
DLCADDR=(7,X,hh)
where hh is:

X'00' for no standard

X'40' for the ANSI standard

X'48' for ANSI-NUI (ANSI with Network-to-User Interface)
X'80"' for the CCITT (ITU-T) standard

X'88' for CCITT-NUI (ITU-T with Network-to-User Interface)

Specifying this element is optional. If you do not specify a value, NCP uses the
coded value or default in the NCP generation definition.

. To specify the DLC signaling type, code:

DLCADDR=(1,C, ISDNSW)

. To specify the port identifier of the ISDN physical line over which the con-

nection is made, code:
DLCADDR=(2,D,nn)

where nn is the decimal number corresponding to the value you code for
PORTADD on the LINE definition statement. This value should be the same as
the port number element that you code on the DLCADDR statement to describe
the logical line.

10. To specify the remote party number, code:
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DLCADDR=(21,X, tn3d3d3d3d3d3d3d)

where:

t is the type of number

n is the numbering plan identification

d is a decimal digit of the called party number

For a dial-out connection, the remote party number is the address of the
remote DTE (called party).

The remote party number must be defined according to the ITU-T Q.931
recommendation. See the description of the ISDNRPN keyword in the NCP,
SSP, and EP Resource Definition Reference for more information about the
format.

11. To specify the local party number, code:
DLCADDR=(22,X, tnps3d3d3d3d3d3d3d)

where:

t is the type of number

n is the numbering plan identification

p is the optional presentation indicator

S is the optional screen indicator

d is a decimal digit of the calling party number

For a dial-out connection, the local party number is the address of the local
DTE (calling party). This element is optional. If you do not specify a value,
NCP uses the coded ISDNLPN keyword value, if present, in the NCP gener-
ation definition. The local party number must be defined according to the ITU-T
Q.931 recommendation. See the description of the ISDNLPN keyword in the
NCP, SSP, and EP Resource Definition Reference for more information about
the format.

12. To specify the remote party subaddress, code:
DLCADDR=(23,X, tpdd)

where:

t is the type of subaddress

p is the odd or even indicator

d is a decimal digit of the subaddress

For a dial-out connection, the remote party subaddress is the subaddress of the
remote DTE (called party).

This element is optional but there is no default. If the called party requires this
value, it must be specified.

The remote party subaddress must be defined according to the ITU-T Q.931
recommendation. See the description of the ISDNRSA keyword in the NCP,
SSP, and EP Resource Definition Reference for more information about the
format.

13. To specify the local party subaddress, code:
DLCADDR=(24,X, tpdd)
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where tpdd is the local DTE subaddress, where:

t is the type of subaddress
p is the odd or even indicator
d is a decimal digit of the subaddress

For a dial-out connection, the local party subaddress is the subaddress of the
local DTE (calling party).

This element is optional. If you do not specify a value, NCP uses the coded
ISDNLSA keyword value, if present, in the NCP generation definition.

The local party subaddress must be defined according to the ITU-T Q.931
recommendation. See the description of the ISDNLSA keyword in the NCP,
SSP, and EP Resource Definition Reference for more information about the
format.

For example, suppose you need to make outgoing connections to an ISDN periph-
eral device using a frame-relay PVC with a DLCI of X'32' and a DSAP of 4. The
ISDN physical line supporting the PVC is identified by port number 9, the physical
address is 118039313932353435363132, and the subaddress is AO01. The
address of the party that you are calling is 9139313932353435363835, and its sub-
address is AOSF.

To specify this information using the DLCADDR keyword, code:

DLCADDR=(1,C,FRPVC), Frame Relay protocol
DLCADDR=(2,D,9), Port address of physical Tine
DLCADDR=(3,D,4), DSAP 4

DLCADDR=(4,X,32) DLCI of PVC (X'32')
DLCADDR=(7,X,40) LMI=ANSI
DLCADDR=(1,C,ISDNSW), ISDN switched protocol
DLCADDR=(2,D,9), Port address of physical line

DLCADDR=(21,X,9139313932353435363835), Remote DTE address
DLCADDR=(22,X,118039313932353435363132), Local DTE address
DLCADDR=(23,X,A08F), Remote DTE subaddress
DLCADDR=(24,X,A001), Local DTE subaddress

For more information on the VTAM PATH definition statement and DLCADDR
keyword, refer to VTAM Resource Definition Reference.

Establishing a Connection

7-26

The ISDN information coded in NCP and VTAM definitions enable you to establish
and receive calls. To establish a connection, a calling (local) party specifies the
ISDN number or the ISDN number and subaddress of the called (remote) party in
VTAM DLCADDR keyword elements. To receive ISDN calls, the ISDNLSA (local
subaddress) keyword or the ISDNLPN (local party number) keyword must be coded
on the ISDN physical LINE definition statement. The subaddresses are checked if
the called party subaddress is received in the incoming call setup; otherwise the
ISDN number is checked. The specific criteria follow:

1. If a called (remote) subaddress is present in the incoming call setup:

a. If it is identical to the ISDNLSA (local subaddress) keyword coded on the
ISDN physical line, the call is accepted.
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b. If the subaddresses are not identical, each frame-relay line that is eligible
for backup over this ISDN line (if any) is checked. See “Defining Automatic
Frame-Relay Backup over an ISDN" on page 16-22 for more information.

2. If the called (remote) subaddress is not present in the incoming setup:

a. If the called (remote) party number received in the incoming call setup is
identical to the local party number specified with the ISDNLPN keyword, the
call is accepted.

b. If the party numbers are not identical, each frame-relay line that is eligible
for backup over this ISDN line (if any) is checked. See “Defining Automatic
Frame-Relay Backup over an ISDN” on page 16-22 for more information.

Checking subaddresses is the preferred method, whenever possible, because ISDN
networks always transparently carry the subaddress. On the other hand, ISDN net-
works can change the format of the ISDN number, for example, from a national to
an international number. Also some networks (for example, the French Numeris
VN4 network) can truncate the called party number to keep only the part it needs.
If you intend to use the number based method, ask your service provider how the
network delivers the called party number.

The following sections show examples of the information specified and checked for
the subaddress and number methods.

Subaddress method: The calling party specifies the party number and subaddress
of the remote party. The called party checks the subaddress in the incoming call
setup with its local subaddress. Table 7-1 shows an example of values coded for
the subaddress method:

Table 7-1. Values Coded with the Subaddress Method

Calling Party Called Party
DLCADDR=(21,X,913031)
DLCADDR=(23,X,A002) ISDNLSA=A002

Number method: The calling party specifies the party number of the NCP that it
wants to call. The called party checks the party number in the incoming call setup
with its local party number. Table 7-2 shows an example of values coded for the
number method.

Table 7-2. Values Coded with the Number Method
Calling NCP Called NCP
DLCADDR=(21,X,913031) ISDNLPN=913031

Subscribing to the Network
When you subscribe the ISDN line to the network, you can request the following
services:

e The supplementary subaddress service. If you use the subaddress method,
you must subscribe to this service.

e The Calling Line Identification Presentation (CLIP) supplementary service. This
service provides the called party with the calling party’s ISDN number and sub-
address information. This service is recommended because this information
might be needed to allow multiple sessions to share a B-channel connection
from both DTEs.
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e The Calling Line Identification Restriction (CLIR) supplementary service. This
service prevents the called party from receiving the calling party’s ISDN number
and subaddress information.

Controlling ISDN B-Channel Connections

7-28

NCP sets up ISDN B-channels based on the local (calling) party and the remote
(called) party information that you supply when you establish dial-out connections.
A B-channel is defined between two specific DTEs. Multiple connections between
the DTEs can share the same B-channel or multiple B-channels can be set up
between the same DTEs. Knowing the guidelines that NCP uses for establishing
B-channels for outgoing calls can help you control the setup based on the VTAM
DLCADDR element information that you provide.

When you define an ISDN D-channel with the NCP LINE statement, you must
specify either the local party number (LPN) or the local subaddress (LSA). When
you define a dial-out connection with VTAM DLCADDR elements, you must specify
the remote party number (RPN) and, optionally, you can specify the remote subad-
dress (RSA). You can also override the local party number and the local party
subaddress on the NCP LINE definition statement by specifying them in the VTAM
DLCADDR elements.

The VTAM DLCADDR element information determines how NCP sets up the ISDN
B-channel configuration. When the LPN and LSA (specified by a LINE statement
or VTAM DLCADDR elements) and the RPN and RSA match an existing ISDN
B-channel, NCP uses that existing B-channel; otherwise, NCP establishes a new
B-channel. The following sections describe defining a physical line and some sce-
narios for setting up B-channel connections on that physical line.

Defining a Physical Line: ~ An NCP LINE statement defines an ISDN D-channel.
The LINE statement or VTAM DLCADDR elements can indicate the local party
number (LPN) and local subaddress (LSA). When establishing a dial-out con-
nection to a remote DTE, you define the remote party number (RPN) and remote
subaddress (RSA) using VTAM DLCADDR elements.

In this example, the LINE statement defines D-channel Z with a local party number
(LPN) of 913031 and local subaddress (LSA) of A0O02

PHYSL  LINE ADDRESS=2176,PORTADD=9, ISDNLPN=913031, ISDNLSA=A002

Table 7-3 shows the ISDN calling information for D-channel Z:

Table 7-3. ISDN D-Channel Defined

ISDN D
Party Information Channel z
Local Party Number (LPN) 913031
Local Subaddress (LSA) A002
Remote Party Number (RPN)
Remote Subaddress (RSA)
Defining B-Channels on the Physical Line: To establish a connection to a

remote DTE, DLCADDR keyword elements on a VTAM PATH statement can
specify the party number and subaddress of the remote DTE. In this example, the
DLCADDR elements specify an RPN of 913131 and RSA of A012 and the same
LPN of 913031 and LSA of A002 as D-Channel Z:
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DLCADDR=(21,X,913131), Remote party number (RPN)

DLCADDR=(22,X,913031), Local party number (LPN)
DLCADDR=(23,X,A012), Remote subaddress (RSA)
DLCADDR=(24,X,A002), Local subaddress (LSA)

NCP establishes an ISDN B-channel, which is called B-Channel 1 in this example,
on D-Channel Z. B-Channel 1 is attached to an RPN of 913131 and RSA of A012
defined by the VTAM DLCADDR elements. Table 7-4 shows the ISDN calling
information for B-channel 1:

Table 7-4. ISDN B-Channel Defined

ISDN D ISDN B
Party Information Channel z Channel 1
LPN 913031 913031
LSA A002 A002
RPN 913131
RSA A012

Other B-channel connections can be established on the physical line. If you do not
specify the LPN and LSA when you establish a connection, NCP uses the local
party number and subaddress of the physical line.

DLCADDR keyword elements on another VTAM PATH statement specify the same
RPN of 913131 and RSA of A012 and do not specify an LPN or LSA:

DLCADDR=(21,X,913131), Remote party number (RPN)
DLCADDR=(23,X,A012), Remote subaddress (RSA)

NCP uses the existing B-Channel 1 path for the connection for the following
reasons:

e NCP uses the LPN of 913031 and LSA of A002 specified on D-Channel Z LINE
statement, because the LPN and LSA are not specified on the VTAM
DLCADDR elements.

e The RPN of 913131 and RSA of A012 are the same as B-Channel 1.

The LPN, LSA, RPN, and RSA match ISDN B-Channel 1 so NCP uses that
channel.

Defining a B-Channel Based on an Incoming Call Setup: When an incoming
call request provides the calling party number and subaddress, a new B-channel is
established. In this example, an incoming call request with a calling party number
of 914444 and a calling party subaddress of A444 will result in a new B-channel,
B-Channel 2. NCP uses the LPN and LSA of the physical line for the incoming
call. Therefore, B-Channel 2 will have an LPN of 913031, an LSA of A002, an
RPN of 914444, and an RSA of A444 as shown in Table 7-5

Table 7-5. ISDN B-Channel Defined Based on Incoming Call Setup

ISDN D ISDN B ISDN B
Party Information Channel z Channel 1 Channel 2
LPN 913031 913031 913031
LSA A002 A002 A002
RPN 913131 914444
RSA A012 Ad44

B-Channel 2 can be shared with an outgoing call. For example, NCP will use
B-Channel 2 for a call that specifies the following VTAM DLCADDR elements:

Chapter 7. Integrated Services Digital Network (ISDN) Resources  /-29



7-30

DLCADDR=(21,X,914444), Remote party number (RPN)
DLCADDR=(23,X,A444), Remote subaddress (RSA)

Defining a B-Channel to Another DTE: To connect to another remote DTE, you
can establish another B-channel on the same physical line. You would specify the
remote party number and subaddress. If you do not specify the LPN and LSA
when you establish a connection, NCP uses the local party number and subad-
dress of the physical line.

In this example, DLCADDR keyword elements on another VTAM PATH statement
specify an RPN of 913232 and an RSA of A022 to call the DTE and do not specify
an LPN or LSA:

DLCADDR=(21,X,913232), Remote party number (RPN)
DLCADDR=(23,X,A022), Remote subaddress (RSA)

NCP establishes a new ISDN B-channel, B-Channel 3, as shown in Table 7-6:

Table 7-6. ISDN B-Channel to Another DTE

Party Informa- ISDN D ISDN B ISDN B ISDN B
tion Channel Z Channel 1 Channel 2 Channel 3
LPN 913031 913031 913031 913031
LSA A002 A002 A002 A002
RPN 913131 914444 913232
RSA A012 Ad44 A022

NCP uses the LPN of 913031 and LSA of A002 specified on D-Channel Z LINE
statement, because the LPN and LSA are not specified on the VTAM DLCADDR
elements.

Defining a Different B-Channel to the Same DTE on the Physical Line: You
might want to define a different B-channel on the same DTE. For example, you
might have two 64-Kbps leased lines (one for batch traffic and one for interactive
transmission) that you want to replace with ISDN connections. You can have NCP
set up two B-channels to the remote site, one for batch traffic and one for interac-
tive transmission, even though the remote party nhumber for both connections is the
same.

You code the same RPN and RSA as B-Channel 3, because you are calling the
same DTE. You indicate that you want a new B-channel by specifying a different
local subaddress.

In this example, DLCADDR keyword elements on another VTAM PATH statement
specify an RPN of 913232, an RSA of A022, an LPN of 913031, and a different
LSA to establish a new B-channel to the same DTE.

DLCADDR=(21,X,913232), Remote party number (RPN)
DLCADDR=(22,X,913031), Local party number (LPN)
DLCADDR=(23,X,A022), Remote subaddress (RSA)
DLCADDR=(24,X,A032), Local subaddress (LSA)

NCP establishes a new B-channel, B-Channel 4, to the same DTE as B-Channel 3
by specifying a different LSA of A032 and the same LPN as D-Channel Z as shown
in Table 7-7 on page 7-31:
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Table 7-7. ISDN B-Channel to the Same DTE

Party Infor- ISDN D ISDN B ISDN B ISDN B ISDN B
mation Channel Z Channel 1 Channel 2 Channel 3 Channel 4
LPN 913031 913031 913031 913031 913031
LSA A002 A002 A002 A002 A032
RPN 913131 914444 913232 913232
RSA A012 A444 A022 A022

Reliable B-channel sharing of an additional B-channel connection (achieved by
specifying a different LSA in the DLCADDR element than the one coded on the
ISDNLSA keyword) can only be done by the NCP that established the dial-out con-
nection.

Defining ISDN Subarea Connectivity through a Terminal Adapter or
BAN Device

This section explains how to establish connections like those shown in Figure 7-10
and Figure 7-11.

|«———————— Frame-Relay Subarea —————— ]

3746
VTAM 3745 900 VTAM

7820
ISDN Terminal NCP —
Adapter

NCP

Figure 7-10. Example of a Frame-Relay/ISDN Subarea Connection through a Terminal Adapter
Frame-Relay Token-Ring
< SubareaBAN > Subarea >

3746

900 VTAM
2210

ISDN BAN NCP

Device

Figure 7-11. Example of a Token-Ring/ISDN Subarea Connection through a BAN Device

In each figure, the left side of the diagram is a switched subarea, and the right side
of the diagram is a nonswitched subarea.

The following restrictions apply:
e The NCP on the nonswitched side must be NCP V5R4 or later.

* Remote loading and activation from the nonswitched side to the switched side
is not supported.
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* Remote loading and activation from the switched side to the nonswitched side
is supported, except for the case where the nonswitched side of the connection
is a 3746 Model 900 frame-relay connection.

e Call security verification, as specified by the PRTCT keyword on the PU state-
ment in the VTAM switched major node definition, is not supported.

For either of these configurations to work, the TGN and IDNUM keyword values
must be coded as follows:

TGN A specific TG number must be coded when defining the logical PU in
the NCP gen on the nonswitched side, and that same TGN or
TGN=ANY must be coded when defining the logical PU in the VTAM
switched major node definition on the switched side.

IDNUM  For the switched PU, IDNUM must be coded on the PU statement in the
VTAM switched major node definition. IDNUM is not coded for non-
switched PUs. IDNUM must be specified as a hexadecimal number
consisting of the TGN (converted to hexadecimal) followed by a counter
value from X'0' to X'F'.

For example, in Figure 7-10 on page 7-31 if there is one subarea con-
nection between the two NCPs, and the TGN is decimal 25, the IDNUM
would be defined by converting the TGN to hexadecimal, X'19', then
adding a counter value. Because only one connection is defined
between the two subareas, the counter value is X'0'. Therefore, the
IDNUM is X'190"'.

Using the same figure, if there are multiple subarea connections
between the two NCPs with the same TGN (that is, if multilink TGs are
defined), the IDNUM for the first PU statement is X'190'. The counter
value is then incremented for each subsequent PU statement. That is,
the IDNUM for the next PU statement would be X'191', then X'192",
up to X'19F" if 16 links were defined in the MLTG. The counter value
must always start at X'0' and be incremented for each subsequent PU
statement with the same TGN between the same two subareas.

Again in Figure 7-10 on page 7-31, suppose that three connections are
defined between the two NCPs, with three different TGNs. The first
TGN is 7; the second TGN is 3; and the third TGN is 25. The IDNUMs
should be X'70' for the first connection, X'30"' for the second con-
nection, and X'190' for the third connection. Because the TGNs are all
different, the counter value in each IDNUM is X'0".

Remote Loading and Activation over an ISDN Line

7-32

You can use an ISDN subarea link to load an NCP load module into a remote com-
munication controller containing an active NCP, and then activate the new NCP
through SMMF. To do this, the active NCP in the remote controller must include an
ISDN subarea link defined with:

¢ XMONLNK=YES on the PU definition statement for the physical line and any
ISDN B-channel associated with the physical line

e |IPL=YES and MONLINK=YES on the LINE definition statement for the logical
subarea line.

The ISDN subarea link definition also includes:
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e IDNUM on the SWMMT definition statement. IDNUM provides unique identifi-
cation of each network. IDNUM is used for sender or receiver verification on
each link. If you code IDNUM, it must match the number of the sending station
in the VTAM switched major node.

Note: Call verification security is not supported for SMMF.

e MAXOUT on the SWMMT definition statement. MAXOUT specifies the number
of PIUs that can be sent before NCP requests a response.

e NETID on the SWMMT statement. NETID identifies the network that contains
the adjacent link station. The NETID name on the SWMMT definition state-
ment must match the NETID name on the NETWORK definition statement for
that network.

e SWMMTID on the LINE definition statement. SWMMTID identifies the switched
SMMF table. Code SWMMTID only for switched subarea links. The name you
assign to SWMMTID must also appear on the first SWMMT definition state-

ment.
Note: If you code SWMMTID, you must code MONLINK=CONTINUOUS or
MONLINK=YES.

For a complete description of the process for remote loading and activation, refer to
NCP, SSP, and EP Generation and Loading Guide.

Coding ISDN Definitions for the Best Performance

There are several keywords that interact with each other to affect the performance
of NCP ISDN resources. Because of the many interactions of these performance-
related keywords, you need to tune these keywords for best performance in your
environment. For most configurations, the defaults of these keywords may provide
good performance. For some complex configurations, however, you need to tune
some of these performance-related keywords. The following sections describe the
keywords that are important to the performance of NCP ISDN resources.

Performance-Related Keywords
The following keywords interact with each other to affect performance of your ISDN:
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Keyword Definition Default
Statement
CIR LINE NO
COMRATE PU (1)
DATABLK LINE 2048
DYNWIND PU (4,1,2)
LMI PU CCITT
(TIMERS, ((10,15),
ERRORT) (3,4))
MAXOUT PU 8
RETRIES LINE (6,0,0)
TITIMER LINE
TATIMER LINE (,6)
T2TIMER LINE

Try using the defaults of these keywords. If you need to improve performance in
these simple configurations, try tuning the DYNWIND keyword. For complex con-
figurations, you must tune all of these keywords to achieve optimal performance.

Tuning Performance-Related Keywords

For FRTESs, the most important performance-related keywords are DYNWIND and
T2TIMER. MAXOUT has a general effect on performance, but does not help in
fine-tuning FRTEs.

The DATABLK and COMRATE keywords work together to define the relative pri-
ority among PVCs on a line. The amount of bandwidth for each PVC is controlled
by these parameters. If you use the defaults of these keywords, the bandwidth is
divided equally among all the PVCs on the line.

T1TIMER and RETRIES control frame recovery and line inoperative error condition
timers and counts. Adjust these for timely error naotifications in your environment.
For simple configurations using T1 and E1 speeds, the default value of 6 seconds
usually provides good performance and timely error detection. However, for slower
speeds, the default may not work well.

TITIMER is an inactivity timer that causes a connection to become inoperative if the
timer expires. If LMI is ANSI or CCITT and the remote device supports LMI
network node interface (NNI), you can set TITIMER to its maximum value (1500).

ISDN Accounting

Besides general session accounting, you can collect accounting information specific
to ISDN. This ISDN data provides information about ISDN B-channel connections,
for example, the duration of a call. For a description of the information provided to
NPM in the ISDN Accounting Data Control Vector, see the Network Performance
Monitor (NPM) Request Unit (RU) Formats chapter in NCP and EP Reference
Summary and Data Areas, Volume 2.

Code the following definition statement and keywords to enable ISDN accounting:
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BUILD ISDNACC
NPA
SESSACC

ISDNACC on the BUILD statement specifies whether the CSS is to collect ISDN
accounting information. Code ISDNACC=YES to activate ISDN accounting.

NPA on the BUILD statement specifies whether NCP is to include the network per-
formance analyzer in the system generation definition. Code NPA=YES to include
the network performance analyzer and enable ISDN accounting.

SESSACC on the BUILD statement specifies whether NCP is to collect session
accounting information. Code SESSACC=YES to activate session accounting and
enable ISDN accounting.

Besides these keyword specifications, ISDN accounting requires that an ISDN
physical line definition exist in the NCP generation definition. When ISDN
accounting is enabled, NDF automatically adds the UACCNTG keyword on the
GENEND statement with the appropriate entry point for ISDN.

Sample ISDN Definition
Figure 7-12 shows NCP 1 and NCP 2 connected through an ISDN.

VTAM VTAM

D Channel
2176 |

|2 S
L e TR ]

2177 ISDN

Figure 7-12. Connection through an ISDN
The ISDN connection consists of a physical connection and an ISDN B-channel

connection. Figure 7-13 on page 7-36 shows how to define the ISDN connection
shown in Figure 7-12.
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*

B R R R R R R R R R R R R R R R R R R R R R R R R R R L R R R R R R R L R R R T R R
* ISDN PHYSICAL DEFINITIONS *
khkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhhkhkhhkhkhkhhkhkhkhkhkhkhkhhkhkhkhhkhkhkhhkhkhkhkhkhkhkhhkhkhkhkhkhkhkkkkxkx
PHYSG  GROUP DIAL=NO,ISDN=PHYSICAL

PHYSL ~ LINE ADDRESS=2176,PORTADD=9,ISDNLPN=913039313933

PHYSPU PU  PUTYPE=1

*

B R R R R R R R R R R R R R R R R R R R R R R R R R R T R R R R L L R T R T T

* ISDN B-CHANNEL DEFINITIONS *

dhhkhkhkhkhkhkhkhkhkhhkhkhkhhkhkhkhkhkhkhkhhhkhkhhhkhkhhhkhkhhkhkhkhhkhkhhhkhkhkhhkhkhhhkhkhkhhkhkhkhhkhkhkhkhkhkhkkkkxx

CHANG  GROUP DIAL=YES,ISDN=(LOGICAL,B),PHYSRSC=PHYSPU

CHANLL  LINE ADDRESS=2177,CALL=IN,ID=00123456

CHANPUL PU  PUTYPE=1

*

CHANL2  LINE ADDRESS=2178,CALL=IN,1D=00234567

CHANPU2 PU  PUTYPE=1

*

R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* ISDN LOGICAL DEFINITIONS (BNN) *

B R R R R o o R R R R R b R R R R R R R R R R R b R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

LOGIBG  GROUP DIAL=YES,ISDN=(LOGICAL,PER),PHYSRSC=NONE

LOGIBLL LINE ADDRESS=NONE

LOGIBP1 PU  PUTYPE=2

LOGIBL2 LINE ADDRESS=NONE

LOGIBP2 PU  PUTYPE=2

*

B R R R R o o R R R o R R R R R R R R b R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

* ISDN LOGICAL DEFINITIONS (INN) *

EE R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

LOGIIG  GROUP DIAL=YES,ISDN=(LOGICAL,SUB),PHYSRSC=NONE,PUTYPE=4,
SDLCST=(PRIST,SECST)

LOGIIL  LINE ADDRESS=NONE

LOGIIP  PU

*

*

Figure 7-13. Example: Defining ISDN Resources

NCP, SSP, EP Resource Definition Guide




Chapter 8. Type 2.1 Node Support

Type 2.1 node support provides communication between logical units attached in a
Systems Network Architecture (SNA) subarea network without requiring a host
application program, such as VTAM, to establish sessions and relay information
between the logical units. This node function enables you to complete the following
processes:

e Attach type 2.1 physical units to NCP

e Use a type 2.1 physical unit to communicate through an SNA subarea network

e Improve connectivity of logical unit sessions by supporting independent logical
units in the host domain and in the other domains in the network

e Establish multiple and parallel sessions through the SNA subarea network

e Perform adaptive session pacing.

NCP can also use the casual connection function to connect an adjacent NCP or
VTAM as an SNA type 2.1 node. See “Defining Casual Connection Links between
Subareas” on page 12-29 for information about using casual connection.

This chapter describes how to define type 2.1 node support and other support fea-
tures available to type 2.1 nodes and composite type 2.1 nodes.

Defining Type 2.1 Physical Units and Independent Logical Units

A type 2.1 physical unit and its associated independent logical units provide type
2.1 peripheral node support. A type 2.1 physical unit serves two purposes in a
network:

e |t can act as a peripheral node and communicate with any other node in the
SNA network using an SSCP-PU session.

e |t can communicate with another type 2.1 physical unit without an SSCP-LU
session.

Figure 8-1 on page 8-2 shows an NCP linked to a nonswitched type 1 physical
unit, a nonswitched type 2 physical unit, a switched type 2.1 physical unit with
dependent logical units, and a nonswitched type 2.1 physical unit with dependent
and independent logical units.
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NCP
PU PU PU PU
_
Type 1 Type 2 Type 2.1 Type 2.1

LU

L

-
IH
-
HH

II

LU L U

e

Dependent LU
Independent LU

Figure 8-1. Type 2.1 Physical Unit Configuration

Independent logical units do not have to be defined in an NCP system generation
definition because VTAM supports dynamic allocation of independent logical units.
It is recommended that you define independent logical units as cross-domain
resources in the VTAMLST. If your NCP generation definition contains the defi-
nition of independent logical units, you can delete the LU definition statements that
define the independent logical units, define the LU definition statements as cross-
domain resources in the VTAMLST, and increase the size of dynamic reconfigura-
tion pools. As an alternative, you can code the GENILU keyword on the BUILD
definition statement.

Note: The value of NAMTAB on the BUILD definition statement is affected by the
definition of type 2.1 physical units. See page 2-7 for information on how to code
the NAMTAB keyword.

Code the following definition statements and keywords to provide NCP with infor-
mation about how to manage the physical and logical connections and how data is
to be transmitted.

NCP, SSP, EP Resource Definition Guide



BUILD

LUDRPOOL

GROUP

LINE

PU

Defining Type 2.1 Physical Units and Independent Logical Units

BUILD ADPLIMIT

LUDRPOOL NUMILU

GROUP XMITDLY

LINE TRANSFR

PU MODULO
NETID
PUTYPE
XID

LU LOCADDR
MAXSESS
PACING
RESSCB
VPACING

ADPLIMIT on the BUILD definition statement limits the maximum window size that
NCP permits on an adaptively paced session. For more information, see “Session
Pacing” on page 8-4.

NUMILU on the LUDRPOOL definition statement determines how many inde-
pendent logical units can be added through dynamic reconfiguration. When you
increase the size of dynamic reconfiguration pools, you avoid session failures due
to insufficient resources; however, when you define values that are too high, NCP
can exceed the storage capacity of your communication controller.

XMITDLY on the GROUP definition statement specifies the number of seconds
NCP is to delay initial transmission after establishing a connection with an incoming
call. The delay gives the calling station time to transmit an XID to the type 2.1
node before the node solicits a response from the calling station.

TRANSFR on the LINE definition statement defines the number of NCP buffers
allocated to receive data in a single operation.

MODULO on the PU definition statement specifies how many information frames
(I-frames) NCP is to send before it requests a response. If you choose to omit
MODULO, type 2.1 physical units create a MODULO value in their format-3 XID
exchange. If you choose to code MODULO, NCP selects either your MODULO
definition or the XID-generated value, depending on which is smaller.

NETID on the PU definition statement creates a nonnative network attachment
between NCP and a type 2.1 node in a different network by naming the adjacent
network. VTAM monitors which network identifier the type 2.1 node can use when
you code NETID and when LNCTL=SDLC, PUTYPE=2, and XID=YES, or when
LNCTL=CA and PUTYPE=2.
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LU
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PUTYPE identifies the physical unit type of a device. Code PUTYPE=2 when you
define a type 2.1 physical unit.

XID specifies whether the physical unit can receive and respond to an XID while in
normal disconnected mode (NDM). Code XID=YES when you define a type 2.1
physical unit.

LOCADDR on the LU definition statement specifies the address of the logical unit.
Code LOCADDR=0 when you define an independent logical unit.

MAXSESS specifies the maximum number of LU-LU sessions in which an inde-
pendent logical unit can participate on this link station. If you code MAXSESS on
an LU definition statement, it overrides the MAXSESS value coded on the BUILD
definition statement only for that independent logical unit. The value you code does
not generate control blocks; it only limits the number of sessions in which that
logical unit can participate on this link station. The limitation imposed by the
MAXSESS value prevents an independent logical unit from monopolizing unre-
served boundary session control blocks (BSBs). See page 8-9 for information
about how to code MAXSESS on the BUILD definition statement.

RESSCB specifies how many session control blocks are to be generated and
reserved for the defined independent logical unit. The number specified here will
be added to the BSB pool and set aside for this logical unit. Each session with the
independent logical unit requires one control block from the BSB pool. If the inde-
pendent logical unit uses all the available session control blocks that you define, it
can access additional session control blocks defined by the ADDSESS and
AUXADDR keywords. Information about how to code ADDSESS and AUXADDR
can be found on page 8-8.

Note: ADDSESS, AUXADDR, and RESSCB each create empty control blocks in
control block pools, such as the BSB pool. Some of the control blocks are in the
same pools, some are not. Detailed information about which control blocks get
generated for ADDSESS, AUXADDR, and RESSCB can be found in the NCP and
EP Reference.

PACING and VPACING on the LU statement help control session pacing as
described in “Session Pacing.”

Session Pacing

When communication is established between two logical units, the data transfer
rate is defined at the outset, using adaptive session pacing or fixed session pacing.
Adaptive session pacing helps you to set an appropriate rate of response as condi-
tions change dynamically between the logical units. NCP uses adaptive session
pacing when both logical units support it; otherwise, NCP uses fixed session
pacing. The pacing values required for fixed session pacing come from values
defined in the BIND or from PACING on the LU definition statement.

Adaptive session pacing, which NCP uses by default when possible, can cause
congestion within the network by allowing an application to send too much data
before pausing for a pacing response from NCP. To avoid this condition, you can
use the PACING and VPACING keywords to disable adaptive session pacing. You
can also use the ADPLIMIT keyword to limit the maximum window size that NCP
permits on an adaptively paced session.
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Code the following definition statement and keywords to provide NCP with informa-
tion about the type of session pacing and the specific values to be used.

BUILD ADPLIMIT
LU PACING
VPACING

I

| ADPLIMIT on the BUILD definition statement specifies the maximum window size
| that NCP sets in an adaptive pacing r